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 The inherent trade-off of porosity and mechanical properties in ultra-low 

dielectric constant (ULK) organosilicate glass (SiCOH) materials is a critical 

challenge in semiconductor processing. Numerous post-deposition processes have 

been studied to achieve simultaneous low-k materials with adequate mechanical 

rigidity, including thermal annealing. Typically, these thermal anneals are 

characterized by times on the order of seconds to minutes at relatively low 

temperatures (below 500°C). The goal of this work was to study the potential 

advantages of sub-millisecond time-frame anneals at extreme temperatures up to 

1200°C.  

 I began by establishing an atomic layout for the amorphous film, and then 

developed methods of verifying its relevant properties, like porosity, dielectric 

constant, Bulk and Young’s Moduli. I then studied the effects of rapid thermal 

processing on the structure of ultra-low k materials using Molecular Dynamics 

computer simulations employing a force-field which enables bond rearrangements, 

called REAX-FF. This was compared with direct experimental measurements during 

CO2 laser-induced spike annealing. Results show structural evolution with increasing 

temperature leading to densification of the SiOx network, reduction in the 

concentration of sub-oxides, and loss of remnant organic moieties from original 

SiCOH structures. These results provide atomic-scale structure and chemical intuition 

to guide the development of future low-k materials. 

 Current efforts are focused on exploring potential new classes of ULK 

materials, using the information gleaned from our study of organosilicate glasses as a 



 

guide. Ideally a ULK material should be: thermally stable to high temperatures, 

mechanically strong, chemically resistant, have low polarizabilities and high porosity, 

with pores no larger than 2nm in diameter. Porous organic polymers, or POPs, are 

highly interconnected and therefore mechanically stable, but have large ringed 

structures which frustrate packing and promote high intrinsic material porosities. I 

have created models of these materials using Molecular Dynamics in order to predict 

their dielectric and mechanical properties, and therefore their potential viability as 

future ULK materials. 
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CHAPTER 1 

AN INTRODUCTION TO AMORPHOUS ORGANOSILICATE GLASS MATERIALS:  

 

Background and Introduction 

 Continued scaling of devices along Moore’s Law presents increasing challenges to all 

elements of semiconductor device structures and, in particular, to interconnect density and pitch.
 

[1]
 
Interconnect delays and power usage forced the transition from aluminum interconnects to 

copper starting in late 1997.
 
[2-4] Shortly thereafter, SiO2 (dielectric constant k = 3.9) was 

replaced by lower dielectric constant insulators, referred to as ultra-low k (ULK) materials. 

Capacitive crosstalk between signals continues to be exacerbated by shrinking dimensions, 

leading to continued requirements for ever decreasing dielectric constants. Indeed, the ITRS 

roadmap [5-6] calls for dielectric constants to fall from approximately 2.5 today to below 2.0 by 

the end of the decade. 

 For the last decade, porous organosilicate glasses, often referred to as SiCOH, have been 

the dominant low-k material.
 
[2, 7]

 
This dominance has been due, in large part, to SiCOH’s 

compatibility with modern semiconductor devices, thermal stability up to 350°C, reasonable 

oxygen plasma resistance, and acceptable strength-to-k tradeoff. The general structure of SiCOH 

is a Si-O skeleton with organic substitutions and porosity on the nanometer to sub-nanometer 

scale. The Si-O skeleton consists of both fully networked SiO4 tetrahedra and suboxides (oxygen 

coordination less than 4). Organic substitutions are commonly in the Si-O network as, for 

example, Si-CH3 pendant methyl groups or Si-CH2-Si methane bridges. Continued reductions in 

the dielectric constant are achieved by the addition of substantial porosity, both intrinsically 

formed from the SiCOH precursors and extrinsically introduced through the use of sacrificial 

organic porogens. Post-deposition annealing is required to decompose the porogens, typically in 
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a furnace at ≈400
°
C or by UV exposure for tens of seconds.

 
[7]

 
These porogens foster porosity as 

nanoscale voids within an otherwise complete SiO network.
 
[7]

 
Retaining the Si-O framework 

preserves the known compatibility of SiO2 and much of the requisite etch resistance. Volksen 

and Grill have extensively reviewed the history, structures and processing of SiCOH materials.
 

[7-8] 

 Unfortunately, the increased porosity and carbon content in these films also reduces the 

mechanical integrity of the material, resulting in reduced modulus and fracture toughness.  

The dual damascene process for Cu metallization requires a critical mechanical strength, 

commonly quoted as a modulus above 5-10 GPa.
 
[7] The challenge of simultaneously achieving 

this mechanical strength with the requisite low-k value is summarized in Figure 1. This scatter 

plot correlates measured modulus with the dielectric constant for a range of SiCOH materials 

studied over the past decade.
 
[9-16] No materials currently meet the required targets for the ITRS 

roadmap.
 
[5-6] 

 Numerous techniques have been explored to increase the modulus while maintaining the 

porosity, including furnace annealing [12, 16-19] and exposure to UV [14, 16, 20-21]or e-beam 

sources
 
[15, 22]. In general, the goal is to increase the extent of SiO linkages within the film, and 

therefore the mechanical integrity, while avoiding pore collapse and subsequent dielectric 

constant increase. UV and e-beam exposure locally opens bonds, allowing cross-linking within 

the Si-O-Si and the Si-CH2-Si networks.
 
[7]

 
For UV curing, a critical wavelength below 200 nm 

is required indicating that the mechanism involves direct bond-breaking and local chemical 

modification. While the chemical changes resulting from exposure can be followed, the 

mechanisms and final 
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Figure 1. An overview of current characterization of SiCOH films in terms of their elastic 

modulus as a function of dielectric constant. A clear overall trend is apparent in which, as the 

dielectric constant of the material decreases (favorably for ultra-low-k applications), the elastic 

modulus also decreases (unfavorably). This illustrates the difficulty of developing a SiCOH film 

with a dielectric constant at or below 2, with sufficient mechanical strength (above ~ 8 GPa) to 

survive the manufacturing process. The shaded box shows that none of the materials 

characterized to date meets these twin criteria. UV Hybrid and E-Beam Hybrid films indicate 

annealing with a combination of furnace annealing and UV or E-Beam treatments.
 
[9-16]
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structures created by the anneals are not well understood. For thermal anneals, there are likely to 

be numerous active pathways whose temperature behavior and structural evolution are unknown. 

 While these anneal and curing methods have succeeded in moderate property 

improvements, none have been able to substantially shift the limiting curve. As thermal 

processes normally involve events with multiple activation energies, optimization of properties 

may be possible by shifting the time and temperature regimes for thermal anneals. Traditional 

anneals are performed on time scales from minutes to seconds and, for SiCOH materials, at 

temperatures below 500
o
C. Laser-induced spike annealing (LSA) offers the potential for thermal 

processing on sub-millisecond time frames and transient temperatures above 1200
o
C. In 2006 

and 2008, Volksen et al. showed the feasibility of this approach with promising results.
 
[9-10] 

Interestingly, there have been no follow-up studies of this annealing technique. To understand 

the relative dynamics of the multiple annealing processes involved in curing SiCOH films, it is 

critical to follow the chemical reactions as a function of time and temperature using both 

computational and experimental techniques. In this work, I report Molecular Dynamics results 

utilizing a force-field model (REAX) capable of capturing the salient features of bond 

reorganization. These results are compared with experimental measurements of a model film 

under millisecond thermal anneals. 

 

Previous Work 

Studies modeling SiCOH materials 

 Many computational studies have attempted to model SiCOH materials at the atomic 

scale. [18, 23-32] The first study, conducted by Tajima et al. [23, 33], created a set of theoretical 

SiCOH structures and compared the properties of these structures to experimental data on 
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structure, Young’s Modulus, and dielectric constant. To generate possible structures, they used 

three types of Si-based starting units to describe the material: RR'SiO2, RSiO3, and SiO4, where 

R and R' represent either H or CH3. They determined a ratio of these units that satisfied 

experimental atomic composition data, placed the various structures at random throughout a 

repeating box, and linked these units together via oxygen bonds. This method is outlined in 

Figure 2. The resulting unit cells were treated using standard energy minimization techniques 

and then used as the input for MD simulations where they were allowed to relax further. The 

study generated approximately 500 structures, from which they chose the two structures that 

appeared to provide the best match to experiment for further studies. They based this on 

comparisons of the simulation and experimental Young’s modulus, dielectric constant, and 

density. 

 Tajima et al. calculated the Young's moduli of the samples from the change in the mean 

lattice constants over just 20 ps of constant-pressure MD simulations under different external 

stresses between 0 and 1 GPa. The dielectric constants of the samples were calculated using 

density functional theory (DFT). They found that density, dielectric constant, and Young's 

modulus are strongly correlated. This was a discouraging (though expected) result since it 

implies that when the dielectric constant decreases (the desired target of current low-k studies), 

the mechanical properties also decrease (which is unwanted). 

 An underlying implied assumption of Tajima’s work is that a roughly 100-atom unit cell, 

with dimensions 1.21 x 0.94 x 0.74 nm, is sufficiently large to capture the amorphous nature of a 

SiCOH film. However, it is highly unlikely that such a small sample can adequately depict the 

behavior of amorphous SiCOH structures. Indeed, it is a practical rule of thumb that molecular 

simulations of amorphous materials require the consideration of thousands of atoms. 
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Figure 2. Figure 2 outlines the method used by Tajima et al. [10-11] to generate SiCOH 

structures. They begin with a pre-determined number of specific structural motifs, shown in 

image (a) above. These motifs are then randomly distributed throughout a simulation box, as 

shown in image (b). Finally the motifs are connected to one another via silicon-oxygen bonding 

(image (c )).
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Experimental samples exhibit a random configuration of bonding patterns throughout a sample 

hundreds of nanometers long, with an average pore diameter between 1 and 2 nm. In addition,  

the Tajima method does not include some significant, experimentally observed, structural motifs, 

such as methylated bonds and carbon chains. 

 Zhang et al. [32] also performed atomic-scale computational studies of SiCOH structures 

using the method of Tajima et al. [23, 33]. They altered the building blocks used to construct the 

SiCOH unit cell to include more experimentally observed motifs, e.g., silicon-based motifs with 

less than three associated oxygen atoms, and -CH2 bridging bonds. They also used different 

criteria to choose which of the resulting structures seemed most likely to match experiment, 

basing their decision on minimum energy configurations as opposed to Tajima’s ‘least distorted’ 

configurations. Their use of a unit cell on the same scale as Tajima’s study leads to the same 

difficulties in extending their work to comparisons with experimental-scale structures.  

 Knaup et al. [18, 27] also created small unit cell-based models of organosilicate glasses 

to study the effect of structural composition on the resulting mechanical properties of the film. 

Their calculations involved a thorough analysis of the elastic response of organosilicate glasses 

to hydrostatic and shear loading. Their focus seemed to be less concerned with mimicking 

experimental films, instead focusing on understanding the influence of various types of structural 

entities on the resulting film mechanical properties. Overall they found that an increase in the 

number of -CH2 linking groups creates higher elastic moduli as compared to films with -CH3 

terminal groups. Their simulations did not, however, address the effects that these structural 

entities have on the dielectric constant, nor did they investigate the effects of porosity. 

 Oliver et al. [29] conducted a study modeling the behavior of spin-on type SiCOH 

dielectric materials. They developed a Stillinger-Weber-like three-body interatomic potential and 
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used it to link together Si-CH2-CH2-Si groups and Si-CH2-CH2-Si-CH3 groups through oxygen 

bonds. This method does not reflect the properties of the CVD-type films of interest in this 

study; however, there were several points in their treatment and study of these films that are 

relevant. First, their decision to treat Si-CHx-type bonding units as unique entities interacting 

with oxygen atoms, instead of attempting to model all the bonding connectivity of the system 

explicitly, is computationally more efficient. It is also more flexible in that the different 

components have more freedom to relax from their initial configurations when the bonding is not 

explicitly defined. The second point which differentiated Oliver et al.’s study from other 

computational explorations of SiCOH materials was their investigation of “fracture paths” within 

the material. This study confirmed that the fracture energy of a Si-CH2-CH2-Si-CH3-based film is 

lower than that of an Si-CH2-CH2-Si-based film, as might be expected. The study points out that, 

although pendant -CH3 groups significantly weaken the mechanical integrity of the film, these 

groups provide other beneficial properties needed in low-k materials and hence should not be 

entirely eliminated. Oliver et al. verified their structures with NMR data and calculated the bulk 

modulus which was in agreement with the properties of experimental films. They did not 

investigate the effects of porosity or calculate the dielectric constant of their films. 

 The Yuan et al. [25-26] group produced significant simulation studies of SiCOH 

materials. Their work outlined a structure-generation method based on a well-defined underlying 

Si-O framework, with CH3-groups included at random intervals and of a pre-determined quantity 

and distribution. Yuan et al. assumed only a very limited number of structural elements that 

interconnect to create the SiCOH structure. For example, Si-CH2-Si bridging units were not 

included. They did, however, manage to bridge the random nature of the amorphous film with 

the known elements of its composition in a well-balanced manner. Their method is also more 
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adaptable to the inclusion of additional structural possibilities, which makes it attractive as a 

general-use algorithm. Yuan et al. used an energy minimization scheme to relax the structures 

from a regular 3D mesh framework to one with more reasonable bond angles and lengths. 

Importantly, however, this approach does not allow for significant structural rearrangements to 

occur as the entire framework is pre-defined. The results of the study indicate that the algorithm 

is successful in creating materials with values for Young’s moduli that match experiment. The 

dielectric constant was not calculated nor was porosity addressed. 

 

Prior calculation of porosity both in simulation and experiment 

Existing simulation studies have largely overlooked the influence of porosity on the 

resultant properties of SiCOH materials. Studying the porosity of these materials is important 

because, while introducing pores lowers the dielectric constant of SiCOH, porosity creates 

significant integration challenges ranging from weak mechanical properties to copper diffusion 

into the SiCOH. [4] While many studies focus on the macroscale material properties, such as 

density, Young’s modulus, and dielectric constant, it is also necessary to study the porosity of 

these materials as an important contributor to the low dielectric constant and poor mechanical 

properties.  

Several studies have calculated the porosity of computer-generated models of other 

amorphous materials, [34-37] and there are also experimental studies which have established 

general information about the porosity and pore size distribution of SiCOH materials. [17, 38-44] 

Most studies of computational porosity begin by defining a certain radius for each atom in the 

simulated structure. From there, methods are differentiated by the different ways in which they 

find the void spaces around these atoms. Some studies use a Monte Carlo method to search for 
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points within the structure which are a certain cut-off distance away from the nearest surrounding 

atoms. Others use a Monte Carlo method to simulate the insertion of atoms of a given substrate 

into the material, and then retain those that create a zero net potential energy interaction with the 

surrounding atoms. [34-35, 37] Another method involves applying a regular 3D mesh to the 

structure and counting the number of spaces in the mesh that do not overlap with the structure. 

[35] Many of the studies appropriately emphasize the distinction between accessible pore 

volume and physical pore volume; the former is the porous volume that can be penetrated by a 

chosen substance, and the latter is the total porous volume existing in the sample. It is generally 

of more interest for porosity calculations of simulated materials to calculate void spaces based on 

accessible pore volumes instead of simply calculating all the unoccupied space present in the 

system. 

 Experimental background on the porosity and pore structure of SiCOH materials is 

abundant. [17, 38-44] A large variety of experimental techniques have been employed in these 

studies, including small-angle neutron scattering [41], x-ray porosimetry [17], positron 

annihilation spectroscopy [38-40], scanning transmission electron tomography [44], small angle 

x-ray scattering [40], and ellipsometric porosimetry [40, 44]. A comparison across methods tends 

to show agreement with a conclusion that the majority of pores in a porous SiCOH film are about 

1 nm in diameter. Experimental studies have also shown that it is possible for SiCOH films to 

have very different densities, dielectric constants, and porosities, depending on the procedure 

used to produce them; hence it is difficult to assign a specific porosity value to a particular 

SiCOH material. It is more appropriate to draw correlations between the density of the film and 

the porosity, which is one of the aims of this research. [15-16, 40, 45]  
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Prior Computational Calculation of Dielectric Constant in Amorphous Materials 

 The idea of using ~100-atom unit cells as the basis for DFT simulations of amorphous 

systems is quite common. A computational study of amorphous alumina, hafnia and hafnium 

aluminate by Momida et al. used cells of this size to establish trends between the composition of 

the different cells and their dielectric constants. [46] Vanderbilt et al. also used ~100-atom 

supercells in their study of amorphous ZrO2 and HfO2 to investigate how the crystallinity and 

coordination of different system elements affected the material’s dielectric properties. [47] What 

distinguishes SiCOH systems from these other amorphous materials is the significantly larger 

number of possible structural elements which can be present in the SiCOH films, and the lack of 

uniformity with which they appear. 

Clearly the calculation of the dielectric constant in SiCOH systems requires a different 

approach. A study by Courtot-Descharles et al. [48] used DFT to calculate the change in 

polarizability between Si-O, Si-C, and Si-H bonds. Based on these polarizability changes, they 

developed a correlation between the atomic composition and the polarizability of hydrogen 

silesquioxane (HSQ) and methyl silesquioxane (MSQ) materials and then used this correlation to 

estimate the polarizability of experimentally produced HSQ and MSQ films with known atomic 

composition (as established using Rutherford Back Scattering). The Clausius-Mossotti equation 

was then employed to compare their estimate with the experimentally calculated dielectric 

constant. The Clausius-Mossotti relation has been shown to be accurate for systems with low 

polarizabilities [49], as is the case in SiCOH systems. This relation links polarizability to 

dielectric constant, as described in (1) 


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

i
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k
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where k is the dielectric constant, ε0 is the vacuum permittivity, αi is the polarizability of species 

i, and Ni is the concentration of species i. [48] Using this relation, it is possible to estimate the 

dielectric constant of a system based on composition, volume, and polarizability. 

The results showed relatively good agreement between the calculated and measured 

dielectric constants, in that the values did not differ by more than one. The reported error 

between the measured and calculated values, however, was on the order of 20% for at least one 

of the films, which is too high to be reliable in comparing different candidate ULK materials 

(e.g., obscuring comparisons of a film with a k of 2.0 to one with a k of 2.4). The study was also 

not focused on chemical vapor-deposited (CVD) SiCOH materials which present much more 

structural variability and many more structural and compositional arrangements than simple 

HSQ and MSQ films. 

To summarize the past work, DFT calculations of the polarizability, and hence dielectric 

constant, for small 100-atom cells could, in principle, be used to establish trends for SiCOH 

systems. However, a fundamental understanding how different structural units influence these 

trends will be necessary in order to apply these findings to larger-scale systems.  

 

Remaining Challenges 

 While there has been extensive computational and experimental study of amorphous 

organosilicate glass materials, a complete understanding of the link between material structure, 

porosity, dielectric constant, and mechanical properties is still lacking. No single computational 

model of these materials has encompassed all of these properties simultaneously, leaving only 

partial understanding of their causal relationships. For example, to what extent does the 

composition of the material influence the resulting dielectric properties, and to what extent is k 
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controlled by the porosity? Does the increased porosity drive the weak mechanical properties, or 

are they a result of a weakened underlying system framework? Do the dielectric and mechanical 

properties change as a result of the same changes in composition and networking, or do different 

mechanisms cause these properties to change? 

 Once a model has been developed that completely encapsulates all of the properties of 

SiCOH materials, it could be used to understand how ultra-rapid thermal annealing affects the 

material properties. The hypothesis was that ultra-rapid thermal annealing might promote 

increased cross-linking within the material, improving the mechanical stability without 

sacrificing porosity as shown in Figure 3. Without a model that includes structure, porosity, 

dielectric and mechanical properties, this cannot be investigated. I can also glean insight into 

whether structure or porosity has the greatest influence on the dielectric constant or the bulk 

modulus.  

 In Chapter 2, I explain the initial set-up of a model of SiCOH materials and explain how 

it was designed to accurately portray the amorphous structure and randomly distributed pores 

within the material. The main theme is balancing well-established facts about the composition of 

SiCOH materials with its inherently random nature. I discuss initial materials set-up, relaxation 

using Replica Exchange Molecular Dynamics (REMD) techniques, inclusion of porous spaces, 

and pore size distribution analysis. 

 In Chapter 3, I estimate the dielectric and mechanical properties of the structural model. 

In order to study the dielectric properties, I use density functional theory (DFT) techniques, 

which are limited (in practice) to the number of atoms they can handle (relative to Molecular 

Dynamics simulations). To overcome this challenge, I describe the development of a correlation 

between atomic composition and overall system polarizability. I also use established 
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compression-based Molecular Dynamics techniques to calculate the mechanical properties of the 

system, and draw conclusions about the importance of the underlying material framework. 

 In Chapter 4, I explore the use of the REAX force field to study bonding changes in the 

SiCOH material during thermal annealing. The force field approach is almost unique in its ability 

to allow bond- breaking and forming to occur during simulations. This is a vitally important 

ability in a situation, like this one, where bond rearrangement is inherently part of the process. I 

compare these results favorably with complementary experimental studies, and show how the 

porosity, dielectric constant, and mechanical properties are affected by thermally induced 

changes in the material’s structure. 

 In Chapter 5, I use the insights gained from the study of organosilicate glasses in order to 

help predict new classes of ULK materials. This work is focused on highly networked materials 

with intrinsic porosity which, on a molecular level, is often found in organic compounds with 

large ring structures. I study how these ring structures might influence the polarizability of the 

material, and how they might network together to form an effective low-k material.
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Figure 3. Hypothesized changes in SiCOH structure induced by rapid thermal annealing. It is 

predicted that the pores of the SiCOH material, which are initially lined with weak pendant 

methyl (CH3) groups, would be induced to join the underlying system framework in the form of 

linking CH2 bonds. This would promote increased mechanical stability without pore collapse and 

no change in the system dielectric constant. 
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CHAPTER 2 

DEVELOPING A COMPUTATIONAL MODEL OF AMORPHOUS ORGANOSILICATE 

GLASS MATERIALS: MATERIAL STRUCTURE AND POROSITY SET-UP 

 

 In this chapter, I discuss development of an algorithm to generate a starting structure for 

an amorphous SiCOH material. A grid-based method to randomly distribute different structural 

motifs was used which maintained a desired overall composition. This grid-layout necessitates a 

rigorous relaxation procedure. I discuss using replica exchange  (REMD) techniques to address 

this challenge. Porosity was introduced into the material by using excluded volumes during the 

system set-up. An algorithm was developed which calculated the porosity and pore size 

distribution of a given amorphous material. 

 

Structure Generation 

Structure Generation Algorithm  

 The CVD-film model for SiCOH used in this paper was based on a starting configuration 

similar to that described by Yuan et al. [25-26] I begin with a grid-based framework in order to 

lay out appropriate ratios of different system elements (as listed in Figure 4), while ensuring that 

their placement is randomly distributed throughout the film. The different ratios of structural 

motifs were based on the work of Grill et al. [40, 45] Modifications to the Yuan method were 

introduced in order to include porous spaces within the Si-O framework, with carbon chain-

based structural elements of the type Si-(CH2)x-Si, and Si-H. The method was then further 

modified by allowing the oxygen atoms to move freely within the simulation box, instead of 

defining the oxygen as explicitly bonded to the silicon. [29]
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Figure 4. Catalog of different structural entities that can occur during experimental CVD 

processes using standard organosilane precursors. Assuming silicon always forms four bonds, 

any combination of silicon with oxygen, hydrogen, a terminal CH3 group, or a linking CH2 group 

is possible. 
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 The film creation process begins by defining a regular simple cubic grid of (x, y, z) 

coordinates. This is the starting framework for identifying the locations of silicon atoms in the 

system. As silicon is four-coordinated in SiCOH films, the next step is to remove points on the 

grid such that as many points as possible have four nearest neighbor points, instead of six (up, 

down, front, back, right, or left). This is done using a series of simple steps, outlined in Figure 5. 

First, I choose a point on the grid; consider this to be point “A”. Second, I count the number of 

neighboring points associated with point A. If there are too many neighboring points, I calculate 

the number of neighbors associated with each of these points (say, points B through G). If any of 

these points B through G has less than four neighbors, these are the first neighbors removed. If 

there are no points with less than four neighbors, or there are not enough points with less than 

four neighbors, points with six neighbors are randomly chosen to be removed, followed by points 

with five neighbors, followed by points with four neighbors. This method maximizes the number 

of points on the grid with four neighbors. There will be some small percentage of points on the 

grid with fewer than four neighbors; however, this will later be rectified by the introduction of 

carbon atoms and is a low enough percentage that it will not affect the algorithm’s ability to 

maintain an appropriate atomic ratio. 

 The next step is to introduce porosity. The underlying framework will naturally have a 

very low porosity and so it is necessary to include porous spaces from the outset if an appropriate 

porosity and pore size distribution is to result. Porosity is included experimentally through the 

use of a porogen, which is an organic material introduced to break open the underlying silica 

framework that is then vaporized from the system leaving behind pores. To replicate this process, 

I calculate the approximate volume of the system, calculate the porous volume  
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Figure 5. Pictorial outline of the SiCOH structure-generation method. The method begins with a 

simple cubic grid, shown in (a). A point on this grid is chosen (shown in dark blue), and the 

number of nearest neighbors is counted (shown in light blue). The dark blue point in (a) has one 

too many neighbors, so (b) illustrates choosing one of the blue neighbors, now colored red, and 

counting the number of neighbors of the red point (shown in pink). The red point has six 

neighbors, so its removal is preferable for the overall system connectivity to meet its target of 

desired neighbors. Image (c) shows that the original dark blue point now has four neighbors, as 

desired. Image (d) shows how a piece of the grid might look when all points have four neighbors 

or less. Image (e) shows the introduction of a porous region, represented by the blue block. This 

region is treated as if it cannot be filled with atoms. Image (f) shows silicon atoms being 

introduced at the main points on the grid. Image (g) shows carbon and hydrogen atoms bonded to 

silicon atoms at appropriate points to complete the four-fold coordination of the silicon atoms. 

Image (h) shows the final incorporation of oxygen atoms between all neighboring silicon atoms, 

as well as any necessary creation of CH2 network bonds.  
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needed to reach the desired system porosity, and then distribute small excluded volumes 

randomly throughout the system until this porous volume is reached. The excluded volumes are 

cubic sections of 8x10
-30

m
3
. It might seem easier to randomly remove points on the grid to fulfill 

the needed porosity, but the resulting pore size distribution will be smaller than is experimentally 

observed as the porous spaces will be too isolated to form real pores. 

 After introducing porosity, I add carbon atoms to the system. First, I calculate how many 

SiOR4, SiO2R2, SiO3R, and SiO4 groups (where R can represent -CH3, -CH2, or -H) are needed to 

match experimental structural distributions. [45] Second, silicon atoms with four neighbors are 

randomly chosen to fulfill the need for SiO4 groups. These atoms, and their neighbors, are 

identified as atoms which cannot be removed in later portions of the simulations. Next I identify 

silicon atoms with only three neighbors to satisfy the requirements for SiO3R groups. Once a 

silicon atom with three neighbors is located, a neighboring empty space on the grid is assigned as 

a carbon atom and the neighbors of the silicon atom in question are flagged so that they are not 

later removed. If there are not enough silicon atoms with three neighbors, silicon atoms with four 

neighbors are randomly chosen and their neighbors are removed using the same methodology 

used to reduce the number of neighbors on the grid from six to four in the first stage of the 

algorithm. This is repeated for SiO2R2 groups and SiOR4 groups. There is often some 

discrepancy between the initially calculated need for SiOR4, SiO2R2, SiO3R, and SiO4 groups 

and the resulting configuration resulting from the random elements of the algorithm, but the 

effects of this variation on the resulting ratio of structural units is negligible. 

 Once carbon atom locations and their associated connectivity have been identified, I 

determine how many -CH3 groups, -CH2 groups, and -H atoms are needed to satisfy 

experimentally relevant distributions. Hydrogen atoms are included by randomly choosing 
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carbon atoms and reassigning them as hydrogen until the required number of silicon-bonding 

hydrogen atoms is reached. The remaining carbon atoms then require an appropriate number of 

hydrogen atoms. The locations of hydrogen atoms for a given carbon atom are determined based 

on a tetrahedral arrangement, randomly rotated about the carbon. 

 The final step in the algorithm is to introduce oxygen atoms between any neighboring 

silicon atoms, and then resize the grid to reflect appropriate Si-O, Si-C, and Si-H bond lengths. 

C-H bond lengths are already incorporated in the previous step. A representation of these steps is 

shown in Figure 5. An example of the final full-scale result is shown in Figure 6. 

 

Molecular Dynamics Force Field Set-Up 

 All of the Molecular Dynamics simulations were run using the LAMMPS software. [50] 

The potentials used to define the interatomic interactions of the ULK systems were chosen based 

on the work of Oliver et al. [29] The combination of bonded and non-bonded interactions 

employed by Oliver et al. [29] is an attractive choice because it allows the SiCOH system to 

reconfigure itself during minimization, independent of the framework introduced by the initial 

configuration. 

 The explicitly bonded interactions of the silicon-carbon fragments are described by the 

Optimized Potential for Liquid Simulations (OPLS). [51] This well-used potential contains 

expressions defining equilibrium bond length (eqn. 2), bond angle (eqn. 3), and dihedral 

backbone angle magnitudes (eqn. 4) of the Si-C system.
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Figure 6. Representative starting structure shown on left. Silicon and carbon atoms are shown in 

black and yellow, respectively; oxygen atoms are shown in red. In order to incorporate all of the 

different structural possibilities associated with CVD structures, the system begins on an ordered 

grid-based layout. However, because the bond angles defined by this layout are unfavorable, the 

system quickly moves out of this grid structure once relaxed in REMD simulations, as shown on 

the right. 
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  (2) 

  (3) 

 

 (4) 

 

OPLS employs a united-atom approach with regards to the C-H bonded behavior, meaning that 

the parameters characterizing the carbon interactions use an effective potential corresponding to  

-CH2 or -CH3 groups, without explicitly defining the hydrogen contributions. The Si-H bonds of 

the CVD type model are the only instance in this study where hydrogen is individually modeled 

using this potential. Although the algorithm described earlier includes these C-H bonds, these 

bonds were not needed for this model and were not included. The parameterization used for this 

potential is listed in Tables 1-3. Units of energy in all cases are kcal/mol, as these are the units 

most commonly used in MD simulations. Units of distance in all cases are Å.
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Table 1 OPLS Bond Parameterization 

 

Bond kr r0 

Si-C 187 1.86 

C-C 208 1.529 

Si-H 166 1.48 

 

Table 2 OPLS Angle Parameterization 

 

Angle kθ θ0 

Si-C-C 60.0 112 

C-Si-C 60.0 110 

Si-C-Si 35.0 109.5 

C-Si-H 35.0 110.5 

 

Table 3 OPLS Dihedral Parameterization 

 

Angle K1 K2 K3 K4 

Si-C-C-Si 5.2 -0.5 0 0 

C-C-Si-C 0 0 0 0 

Si-C-Si-C 0 0 0.1 0 

C-C-Si-H 0 0 0.15 0 

Si-C-Si-H 0 0 0.167 0 
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 The non-bonded Si-O interactions are defined by the Stillinger-Weber potential, as 

modified by Watanabe et al. [52] The Stillinger-Weber potential includes two-body and three-

body interaction terms (eqn. 5) and has been shown to be particularly accurate at describing the 

silicon-oxygen interactions of silica-type compounds [52]. It is thus particularly relevant in 

SiCOH materials which maintain a silica-like Si-O framework. 

 

  (5) 

 

Here ϕ2 represents the two-body term, which is a function of the distance r between an atom i 

and an atom j, and ϕ3 represents the three-body term, which is a function of the distances rij and 

rjk between atoms i, j, and k, and the angle θijk formed by the positions of those three atoms. The 

parameterization for this potential for Si-O interactions, as derived by Watanabe et al., is listed in 

the Table 4.  

 The Watanabe et al. [52] parameterization for this Stillinger-Weber model included a 

multiplicative function g(z) in the bonding equation. This function varied as a function of oxygen 

coordination number, z. The value of this function g(z) for an oxygen coordination of two is 

unity and so has no influence on the behavior of this system. All oxygen atoms in the system are 

two-fold coordinated throughout the simulation. This term will affect the process, however, in 

the discussion of thermal annealing in Chapter 2. 
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Table 4 Stillinger-Weber Parameterization of relevant three-body Si-O interactions  

 

Set ε σ a λ γ cos(θ0) A B p q tol 

Si Si Si 50 2.0951 1.8 16.404 1.0473 -0.333 7.05 0.602 4 0 0 

O O O 50 2.0951 1.25 0 0 0 12.3 2.0 2.24 2.24 0 

Si O O 50 2.0951 1.65 3.1892 0.310 -0.333 115.4 0.909 2.59 2.39 0 

O Si Si 50 2.0951 1.4 2.9572 0.71773 -0.616 115.4 0.909 2.59 2.39 0 

Si Si O 50 2.0951 1.9 10.667 1.94 -0.333 0 0 0 0 0 

Si O Si 50 2.0951 1.4 10.667 0.25 -0.333 0 0 0 0 0 

O O Si 0 1 1.0 1 1 1 1 1 1 1 0 

O Si O 0 1 1.0 1 1 1 1 1 1 1 0 
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 All remaining non-bonded interactions (C-O interactions and fragment-to-fragment Si-Si, 

Si-C, and C-C interactions) were modeled using the Lennard-Jones potential below.  

 

  (6) 

 

The variables σ and ε are parameters unique to each atom-type pair combination (the collision 

diameter and maximum attractive energy, respectively, and r represents the distance between the 

two atoms).  

Table 5 Lennard-Jones Parameters 

 

Atom Pair ε/kB σ 

O-C 0.112 31.3 

Si-C 0.181 33.7 

C-C 0.102 33.5 

O-H 0.102 28.6 

Si-H 0.166 31.0 

C-H 0.094 30.8 

H-H 0.086 28.1 
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Replica Exchange Set-Up and Relaxation Procedure 

 A distinguishing feature of this computational ULK study, compared to past efforts [23-

26, 31-32, 53], is the use of Replica Exchange Molecular Dynamics (REMD) as a structure-

predicting technique. This method has the advantage of improved sampling and hence a greater 

likelihood of avoiding local (kinetically trapped) energy minima. [54-55] The REMD routine 

begins with the creation of a certain number of replica configurations (copies) of the system, 

each of which corresponds to a temperature within the chosen temperature set, in this case from 

400 K to 200 K. These replicas are simulated in parallel with each copy on its own independent 

processor (using an IBM Blue Gene machine). Each replica performs a Molecular Dynamics 

(MD) simulation at its assigned temperature for a pre-defined number of iterations (typically 10), 

at which point replicas with neighboring temperatures within the set attempt to swap 

temperatures (T). This means, for example, that if the swap is accepted a replica running at 300K 

might swap with a replica running at 305K, and so the first replica will now run at the higher 

temperature, and the second replica will now run at the lower temperature. 

Swaps are accepted with probability min{1; exp(ΔβΔE)} [54], where β=1/kBT. At the 

lower temperatures, the system moves towards a more stable configuration that is closer to 

equilibrium by fine-tuning the atomic layout. At higher temperatures, there is enough kinetic 

energy to allow for larger structural changes in parts of the system which may have been 

unfavorably defined. The Metropolis-type step allows the system to break out of local minima at 

the lower temperatures, resulting in better sampling of the phase space and a well-equilibrated 

resultant system.  

 For this study, 64 replicas of a 5500-atom system were created, spanning a temperature 

range of 400 K to 2000 K. The low-end (400 K) is close enough to temperatures of interest for 
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the ULK system to be an effective minimum equilibration point. At the high end, 2000 K is high 

enough to allow the backbone Si-C-based molecules and oxygen atoms to move about with more 

freedom, without destroying the structural integrity of the backbone molecules. The distribution 

of temperatures is shown in Figure 7. This distribution was established to facilitate optimal 

swapping behaviors between neighboring replicas. [54-55] REMD results are shown in Figure 8. 

 In order to reach a relaxed structural configuration, the following procedure was adopted. 

First, the starting atomic layout and backbone bond definitions were defined, as previously 

described. The films were then thermally equilibrated at room temperature by ramping the 

simulation temperature from 10 K to 300 K over the course of 0.25 ns of simulation time, with a 

time step of 0.25 fs. The room-temperature system was replicated into 64 copies, and then spread 

evenly over 2048 IBM Blue Gene processors in preparation for the parallel tempering 

simulations. Each replica was equilibrated at its assigned parallel tempering starting temperature, 

ranging from 400 K to 2000 K, for 0.25 ns. Finally, the parallel tempering method was 

implemented on the 64 replicas. Each replica progressed through a constant temperature, 

constant volume (NVT) MD simulation, attempting a temperature swap every 500 time steps 

(0.125 picoseconds of simulation time). Simulations ran for a total of 10 ns of simulation time, 

requiring approximately 3 days (72 hours) of real (elapsed) run time. 

REMD Behavior 

 The goal of the REMD parallel tempering method is to allow each replica to sample the 

full temperature range as many times as is needed for the system to reach a minimum energy 

state. Since each replica in the system was able to transition from the lowest temperature state to 

the highest temperature state and back again several times, I can be confident that a uniform state 

has been reached (Figure 9).
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Figure 7. Temperature distribution across the 64 replicas, arranged in order of increasing 

temperature. The change in temperature is chosen to be smaller when there are large differences 

in the energy profile over a small temperature range. At other points, the energy profile is much 

broader and a larger spacing can be used.
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Figure 8. View of REMD data statistics that allows a qualitative visualization of the system 

behavior. The horizontal axis represents each of the 64 replicas shown in Figure 7. The vertical 

axis represents the index for each temperature in the set, from 400 K to 2000 K. The size of the 

dot at each point represents how much time a particular replica spent at a given temperature. So, 

for example, if point (2,5) were shown as a large dot, this would indicate that replica 2 spent a 

large amount of time at temperature '5'. Conversely if point (2,5) had a tiny dot, replica 2 did not 

spend very much time, if any, at temperature '5'. The plot shows that the system swapped and 

sampled successive temperatures relatively easily and evenly across the temperature range, and 

exposed temperatures at which replicas are most likely to get trapped – that is temperatures 

which are so far from the next highest or lowest temperature that the energy profiles do not 

overlap enough. 
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Figure 9. Number of times each replica sampled the full temperature range, either from 400 K to 

2000 K or from 2000 K to 400 K. For this system, the temperature range was sampled 

approximately 500 times.
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 Another indication of efficient system behavior is manifested as even swapping rates 

between thermally adjacent replicas. As shown in Figure 10, the system experienced even 

acceptance rates for attempted swaps, in the 0.2 to 0.5 range, which is considered ideal. [55] 

 The REMD process more significantly affected the structure of the system, compared to 

the traditional MD equilibration used to thermalize the initial system. To understand the impact 

of the REMD approach, I have to revisit the way that bonding is represented in the system. As 

mentioned above, this study used the Stillinger-Weber potential to define the atomic interactions 

for the underlying silicon-oxygen framework. This potential is comprised of a two-body term 

and a three-body term, which strictly regulate the bond lengths and bond angles associated with 

Si-O interactions. The bonding of each silicon atom with each oxygen atom is not explicitly 

defined however and, as the system relaxes and rearranges itself, silicon and oxygen atoms are 

free to move in and out of the cut-off (3Å) used to determine whether or not an effective “bond” 

exists. This means that silicon-oxygen bonding is allowed to evolve throughout the simulation as 

thermal fluctuations push silicon and oxygen atoms in and out of the range of the potential 

model.  

 Figures 11 and 12 illustrate the extent of silicon-oxygen bonding (as well as Si-Si and O-

O bonding) (Figure 11) and changes in the numbers of characteristic angles characteristic (Si-O-

Si, O-Si-O, and Si-Si-O) (Figure 12) observed during REMD. These figures clearly show that 

silicon-oxygen bonding is able to vary throughout the simulation in response to the replica 

exchanges. This behavior is in contrast to a traditional MD approach (Figures 11 and 12) for 

which the same data show an initial rapid relaxation of the system in under 0.3 ns as the initial 

structure adopts appropriate bond lengths and angles, followed by stagnation throughout the rest 

of the equilibration. 
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Figure 10. Acceptance rates for each replica in the system showing generally even distribution 

across all the replicas. The two replicas with slightly lower acceptance rates, 62 and 63, 

correspond to replicas that started at the highest temperatures. These replicas quickly swapped to 

lower temperatures and then took some time to equilibrate sufficiently to begin swapping again. 

Once this initial phase was completed, replicas experienced even swap rates across the board.
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The number of Si-O bonds changes by an average of about 200 bonds per nanosecond, whereas 

during traditional MD annealing the number of bonds changes by only about 60 bonds per 

nanosecond. I can therefore conclude that the REMD is able to influence the behavior of the 

underlying silicon-oxygen framework in a way that is more representative of the true bonding in 

the system than traditional MD.  

 

System Property Verification 

 Once an equilibrated structure for the amorphous ULK film had been established, the 

next goal was to verify that properties of the simulated material agree with experimental data. 

The radial distribution functions (RDF), are commonly used to quantify the structure of a system, 

as shown in Figure 13, revealing the equilibrium distances between pairs of interacting atoms. 

An RDF of Si and O, for example, shows that the most favorable spacing occurs between 1.5 and 

2 Å (Figure 13a). The net (or overall) RDF in Figure 13b shows the most common atom spacing 

for all pairs of atoms in the system. By comparing the net RDF with the RDFs for individual 

atom pairs, it is possible to determine the most common structural elements in the system. 

 For all systems studied, the largest peak in the net RDF matches the spacing in the Si-O 

RDF, indicating that the Si-O framework dominates the material’s structure, as expected. This is 

supported by the other RDFs in the system (Figures 13c-13d). The dominant equilibrium length 

of these three interactions are all significantly longer than that of the Si-O interaction, indicating 

that the oxygen atoms prefer to interact with the silicon atoms over any other type of atom in the 

system. The average bond lengths for the various motifs in the system were also tabulated (Table 

6) to ensure that they are consistent throughout.
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Figure 11. Number of Si-O “bonds” as determined by the Stillinger-Weber interactions as a 

function of time throughout the course of the REMD simulation and during the thermalization 

process using traditional MD. In traditional MD, the bonding initially changes rapidly as the as-

generated structure relaxes, but then remains unchanged in its structure. The REMD data show 

the behavior of one replica as it proceeds through all temperatures associated with the REMD 

process, both high and low, twice. The silicon-oxygen (and Si-Si, etc.) bonding is able to vary 

throughout the simulation, showing the unique effect the REMD process has on the final 

structure of the system.
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Figure 12. Numbers of different types of bonding angles as a function of time throughout the 

course of the REMD simulation and during the thermalization process using traditional MD. In 

traditional MD simulations, the number of angles of a given type initially changes rapidly as the 

as-generated structure relaxes, but is then unaffected by further equilibration. The REMD data 

show the behavior of one replica as it proceeds through all temperatures associated with the 

REMD process, both high and low, twice. The number of angles of any given type (e.g., Si-O-Si) 

change continuously throughout the simulation.
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Figure 13. Representative radial distribution functions (RDF) for the SiCOH material studied, 

comparing structures at the extreme ends of the temperature range explored in the REMD 

simulations, 400 K (black) and 2000 K (gray). a) RDF for the dominant Si-O network. The 

equilibrium distance between Si and O atoms is around 1.7 Å. b) Net RDF; key as in (a). The 

most common spacing within the system occurs between 1.5 and 2 Å, which correlates with the 

Si-O peak. c) RDF for O-O interactions; key as in (a). The equilibrium distance between oxygen 

atoms of around 2.8 Å is larger than Si-O. d) RDF for Si-Si interactions; key as in (a). The 

largest peak at 3.3 Å corresponds to one of the smaller peaks in the “Net RDF.”  All these results 

reinforce the dominance of the Si-O network to determine the RDF. 
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Table 6 Bond lengths associated with the post-REMD, relaxed SiCOH system. 

 

Bond Type Bond Length (Å) Standard Deviation (Å) 

Si-C 1.94 0.05 

Si-O 1.69 0.04 

Si-H 1.57 0.04 

C-C 1.53 0.03 

 

 The new method for developing simulated structures of SiCOH films has either overcome 

or improved upon a number of technical challenges associated with modeling these materials in 

the past. The biggest advancement this model offers over past efforts is the random distribution 

of structural motifs maintained throughout the system model. There is no reliance on a large unit 

cell-based approach, even in modeling systems on the order of 10,000 atoms in size, as used 

here. Most previous approaches to modeling SiCOH materials have been limited in terms of the 

scale of the base system, typically only on the order of 100- atom cells. [18, 23-24, 27, 32, 56]  

 Additionally, this model incorporates all of the structural motifs seen in experimental 

films as shown in Figure 4. Previous models of SiCOH films have been limited to Si-O-Si-

(CH3)x motifs [18, 23-24, 27, 32, 56] or Si-(CHx)-Si-based motifs [29], but have never mixed 

both. Si-H bonds have also been unrepresented. The inclusion of a variety of different structural 

motifs creates a better approximation of a CVD-generated experimental film where more varied 

structures are likely. 

 The use of REMD allows for further relaxation and exploration of different system 

configurations than is accessible in traditional MD, allowing the system to achieve more 

appropriate bond lengths and angles. Furthermore, the use of a non-explicit bonding scheme, 

such as the Stillinger-Weber force field, to define the underlying Si-O framework allows for 

more relaxation than a more traditional bonding definition. 
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Porosity 

Porosity and Pore Size Distribution Calculation 

 In order to ensure that the simulated films had porosities and pore size distributions on 

the same scale as experiment, I developed a method for calculating these properties. The only 

required data is the (x, y, z) coordinates of atoms in the simulation. While the idea is simple, scan 

through all of the xyz coordinates present in the system and identify porous spaces, there are 

many details that must be addressed.  

 First, it is necessary to establish a scanning probe size, essentially defining an underlying 

system grid. This was achieved by decreasing the size of the scanning probe until the resulting 

calculated porosity ceased to vary. I searched using a probe that was 0.5 Å in diameter. Choosing 

an origin I calculate the distances to the (x, y, z) coordinates of all of the atoms in the system. 

These distances are sorted, and it is then determined whether the closest atoms are near enough 

to overlap with the scanning probe point in question, or whether the scan point is a porous space.  

 In order to be considered a porous space, the distance between the probe point and the 

center of a neighboring atom needs to be greater than the sum of the radius of the atom 

associated with that distance (shown in Table 7), the radius of the probe (0.25 Å), and 1Å. The 

radius of the atom in question and the radius of the probe are needed to ensure that there is no 

overlap between any atoms and the area being searched. The 1Å requirement is added to ensure 

that the point is far enough away from any neighboring atoms that another atom could 

reasonably “added” at that point. If this is not included, the calculated porosity will not reflect a 

meaningful value, it will quantify the porous space present in the system but it will not represent 

space that can be occupied by another atom or molecule, i.e., the experimentally accessible 

porosity.  
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Table 7: Atomic radii [57] of each atom-type in the system used to calculate porosity. 

Atom Radius (Å) 

Si 1.17 

C 0.77 

O 0.66 

H 0.31 

 

 If the point searched is determined to be a porous space, the coordinates are stored and 

the next point that does not overlap with the space searched is tested say, (0.5, 0, 0). If that space 

is occupied by an atom, the next space searched is, say, (0.25, 0, 0). This “back tracking” is 

included to define the extent of the pore more finely. 

 Once all of the porous spaces have been identified, they are then grouped into contiguous 

areas that constitute pores. Since it is known (given the size of the probe) that porous spaces 

belonging to the same pore must be 0.5Å apart, they can be grouped into different pores based on 

this information. The porous spaces making up the inside of the pore can then be considered 

cubic spaces rather than spherical, because there is no concern that atoms are overlapping with 

the cubic corners. After all the porous spaces have been separated into pores and their respective 

volumes have been identified, any pores with a volume less than 500 Å
3
 are discarded, as 

experimental techniques are not currently capable of identifying pores below this size. The 

remaining pores are used to find the porosity and pore size distribution. 

 To verify the accuracy of the calculation, I created a test structure that I knew contained 

no pores. I then introduced pores of a known size and quantity, and used this method to calculate 

the porosity and compared these results to known values of the porosity. The results of these 

method verification tests are summarized in Table 8. The method predicted porous volumes 

within 10% of known values in all cases, which is sufficient for accurate pore characterization. 
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Table 8: Comparison of values of the porous volume between known amounts introduced into 

the test structure and that calculated by scanning through the system. 

 

Introduced Porous Volume (Å
3
) Calculated Porous Volume (Å

3
) Error 

64 62 -3% 

85 89  5% 

202 179 -11% 

256 246 -4% 

287 300  5% 

 

Results and Discussion 

 The porosity and pore size distribution were calculated for the SiCOH systems studied. 

The goal was to mimic a film with a dielectric constant of 2.4, a density of 1.6 g/cm
3
, a porosity 

of about 20%, an elastic modulus of about 4.2 GPa, and an average pore diameter between 1 and 

1.5 nm. [40, 45] The simulated film showed a density of 1.12 g/cm
3
, a porosity of 20.2%, an 

average pore diameter of 1.3 nm, an elastic modulus of roughly 4 GPa and an estimated 

dielectric constant of 2.2. The pore size distribution is shown in Figure 14, with all of the 

relevant film properties summarized in Table 9. 

 

Table 9: Comparison of Experimental and Simulated CVD Films 

 

 Density 

(g/cm
3
) 

Porosity 
Average Pore 

Diameter (nm) 
Modulus (GPa) 

Dielectric  

Constant, k 

Experimental 

 CVD-deposited  

SiCOH Film [5-6] 

1.06 20% <1.5 4.2 2.4 

Simulated  

SiCOH Film 
1.12 20% 1.3 4.0 2.2 
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Figure 14. Pore size distribution for the modeled film, showing an average pore diameter of 1 

nm. Diameters were estimated by assuming spherical pores and based on individual pore 

volumes. 
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 This model is the first to systematically incorporate pores of a size comparable to 

experiment (on the order of 1 nm diameter). This is critical in accurately estimating the 

mechanical and dielectric properties of the film as pores play a significant role in altering the 

film’s structural integrity. The pores in this system are also shown to be stable at this size post-

relaxation, which further suggests that the model is correctly mimicking experimental films. 

 I have also developed a method for calculating the porosity of an amorphous film, which 

can be readily implemented on any amorphous modeled system containing pores. This method 

contrasts Monte Carlo-based [34-37] or grid-based [58] methods in its simplicity, while 

providing high accuracy. 

 

Conclusions 

 This chapter details the development of a unique method to balance the amorphous nature 

of the SiCOH material with known information about its structural make-up. I also showed the 

challenges and successes associated with using REMD to relax the resulting structural layout. 

Finally, I incorporated and calculated porosity and pore size distribution within the films. 
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CHAPTER 3 

DEVELOPING A COMPUTATIONAL MODEL OF AMORPHOUS ORGANOSILICATE 

GLASS MATERIALS: DIELECTRIC AND MECHANICAL PROPERTY ANALYSIS 

 

 After establishing the structural layout and porosity of the SiCOH material, the next 

major task involves calculating the dielectric constant and mechanical properties. Both of these 

properties are determined as a result of the generated structure and porosity, and represent the 

“effects” caused by the model set-up. Calculating the dielectric constant of an amorphous 

material was a challenge. It was necessary to develop a correlation between the system atomic 

composition and the resulting system polarizability in order to overcome the size-limitations 

inherent in DFT techniques (100-200 atoms). I show how this correlation predicts sufficiently 

accurate dielectric estimates, both in the simulated materials and in an experimental study. I used 

standard compression-based Molecular Dynamics techniques to characterize the stress-strain 

relationship within these materials and generate estimates of their bulk and Young’s Moduli. I 

show how strongly the networking within the material influences these mechanical properties. 

 

Dielectric Constant 

The Clausius-Mossotti equation was then employed to compare dielectric properties. The 

Clausius-Mossotti relation has been shown to be accurate for systems with low polarizabilities 

[49], as is the case in SiCOH systems. This relation links polarizability to dielectric constant, as 

described in (1). 
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where k is the dielectric constant, ε0 is the vacuum permittivity, αi is the polarizability of species 

i, and Ni is the concentration of species i. [48]  

 

Computational Methods and Approach 

 Estimates of model system polarizabilities were made using DFT techniques within the 

Gaussian 09 software. [59] Geometry optimization and frequency calculations were used in 

tandem to determine the polarizabilities of input structures. Gaussian calculates polarizabilities 

from static frequencies, which are calculated from the second derivative of the energies with 

respect to position. [59] Once the polarizabilities were known, the Clausius-Mossotti equation 

was used to calculate the dielectric constant. While polarizability is a tensor quantity, the non-

diagonal xy, xz, yz components in all the cases examined were effectively zero, and the xx, yy, zz, 

diagonal components were within 10% of one another. The diagonal components were averaged 

to obtain a single polarizability value for a given structure. 

On order to compare the effects of the choice of functional on the calculated 

polarizabilities eight different functionals and methods available in Gaussian 09 were used to 

determine the polarizabilities of six different SiCOH structures. The hybrid functionals tested 

were B3LYP [60], B3P86 [60] [61], BMK [62], HSE06 [63-65], M06 [66], X3LYP [67], PBE0 

[68-69], as well as the Moller-Plesset correlation energy correction, MP2 [70]. A priori, it was 

unknown whether the terms used in the different functionals would significantly influence the 

results for this class of materials. Variations in the polarizability between different functionals 

were, in fact, found to be very small and the average standard deviation across the different 

functionals for a given structure was ±1%. B3LYP was used for all further calculations as it was 

one of the least computationally expensive methods. The 6-31G(d) basis set [71] was used for all 
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simulations. To check the variation of results with other basis sets, I also performed calculations 

with the 6-311G [72] and LanL2MB [73] basis sets for four different motifs of varied sizes and 

compositions. The results for all three different basis sets were within 10% of one another, and 

trends were consistent regardless of basis set used. The 6-311G predicted slightly higher 

polarizabilities and the LanL2MB basis set predicted slightly lower polarizabilities. The 6-

31G(d) basis set was used as it provided essentially average or typical results; the polarizability 

trends were otherwise unaffected.  

Small 100-atom sample SiCOH structures were created based on a scaled-down version 

of the structure generation method. These 100-atom structures have bonding connectivity, but 

only provide crude guesses for the angular relationships between the different atoms. To prepare 

these structures for DFT calculations, they are first were relaxed using Molecular Dynamics 

(MD) energy minimization techniques using the MM3 force field [74] in the software program 

TINKER. [75] 

 The MM3 force field combines bond stretching (Es), angle bending (Eθ), torsional (Eω), 

stretch-bend (Esθ), van der Waals interactions (Evdw), and electrostatic terms. Possible bonds 

include Si-O, Si-C, Si-H, C-C, and C-H. The bonding information for all of the atoms in the 

system is predetermined in the MD studies, limiting the resultant configuration to the accuracy of 

the starting system. The key terms of the MM3 force field are as follows: 

 (2) 

 (3) 

 (4) 
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 (5) 

 (6) 

The geometry was then re-optimized using the optimization routine used in Gaussian, 

which is based on the Berny algorithm. [76] Smaller strategically designed silicon-based motifs 

were set up using the software program Avogadro [77] and then geometrically optimized within 

Gaussian [59]. 

 

Calculations and Results 

 The ultimate goal of this study was to use DFT to develop a correlation between 

polarizability and atomic composition for SiCOH structures accurate enough to scale to larger 

simulations and experimental films. An appropriately sized SiCOH model structure, which 

mimics experimental film properties like porosity and mechanical integrity, would far exceed the 

number of atoms that can readily be managed by DFT methods (10,000 atoms, say, compared to 

100). In order to overcome this difficulty, I created representative 100-atom SiCOH structures, 

with different compositions, and calculated their polarizabilities. I initially hypothesized that 

there would be a trend between the relative compositions of the structures and the polarizability. 

However, no such trend was apparent as shown in Figure 15. Increasing the number of 

representative 100-atom samples as a route to correlations among these structures also proved to 

be unsuccessful.  
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Figure 15. Overall polarizability for 35 different 100-atom structures as a function of their 

differing atomic compositions. 
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Table 10. Estimate of the polarizability using the correlation given in Table 11 compared to the 

value calculated using DFT for the same 35 initial 100-atom SiCOH structures shown in Figure 

15. 

 

Polarizability Predicted by 

Correlation (C
2
m

2
/J) 

DFT Calculated 

Polarizability (C
2
m

2
/J) 

Difference 

(C
2
m

2
/J) 

Error 

4.7E-39 4.5E-39 2.0E-40 4% 

4.5E-39 4.7E-39 -1.5E-40 -3% 

4.8E-39 4.8E-39 2.6E-41 1% 

5.0E-39 4.9E-39 2.3E-41 0% 

7.7E-39 7.4E-39 3.5E-40 5% 

7.8E-39 7.4E-39 3.9E-40 5% 

7.8E-39 7.5E-39 3.7E-40 5% 

8.1E-39 7.9E-39 1.3E-40 2% 

8.2E-39 8.0E-39 2.7E-40 3% 

8.7E-39 8.3E-39 3.9E-40 5% 

9.6E-39 8.5E-39 1.1E-39 12% 

9.7E-39 8.5E-39 1.2E-39 14% 

9.5E-39 8.7E-39 7.1E-40 8% 

9.7E-39 8.8E-39 8.2E-40 9% 

8.8E-39 8.9E-39 -5.3E-41 -1% 

9.9E-39 9.0E-39 9.2E-40 10% 

1.0E-38 9.1E-39 1.3E-39 14% 

1.0E-38 9.3E-39 1.0E-39 11% 

1.0E-38 9.3E-39 1.1E-39 11% 

1.0E-38 9.3E-39 8.4E-40 9% 

1.0E-38 9.3E-39 7.8E-40 8% 

1.1E-38 9.5E-39 1.9E-39 20% 

1.1E-38 9.5E-39 1.1E-39 12% 

1.1E-38 9.7E-39 7.9E-40 8% 

1.2E-38 9.9E-39 1.7E-39 17% 

1.2E-38 1.0E-38 1.7E-39 17% 

1.2E-38 1.0E-38 1.6E-39 16% 

1.1E-38 1.0E-38 1.3E-39 12% 

1.2E-38 1.0E-38 1.4E-39 14% 

1.1E-38 1.1E-38 3.6E-40 3% 

1.3E-38 1.2E-38 5.8E-40 5% 

1.5E-38 1.3E-38 1.8E-39 14% 

1.5E-38 1.4E-38 1.5E-39 11% 

1.8E-38 1.6E-38 1.8E-39 11% 

1.8E-38 1.6E-38 1.6E-39 10% 
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In consequence, to isolate the factors that influence system polarizability, I investigated 

small silicon-oxygen based motifs (i.e., intrinsic, iconic, structural environments) and then 

systematically studied the changes in polarizability that result from changing atomic 

composition. As carbon-based motifs represent a new addition to the traditional silicon-oxygen 

based network in silica, the influence of carbon content on polarizability was the first variable 

isolated for investigation. 

First I created small chains and rings of varying numbers of silicon atoms, in which all 

the atoms were connected to one another via oxygen atoms, and then calculated the 

polarizabilities of each of these miniature units. I started with the smallest configuration possible 

(three silicon atoms), and then increased the cluster size by small additions of one or two Si 

atoms. When the number of silicon atoms was increased by two atoms instead of one, it was 

merely to decrease computational effort. The trends were consistent enough that there was no 

need to test every possible configuration. I assumed that silicon atoms are four-coordinated and 

oxygen atoms are two-coordinated. The purpose of studying both rings and chains was to 

compare Si-O-H configurations against Si-O-Si configurations.  

I then replaced each oxygen atom, one by one, with a carbon atom and calculated the new 

polarizability of the miniature structure with each successive carbon addition until the entire 

structure was connected via carbon atoms instead of oxygen atoms. This method established a 

strong linear trend between the polarizability and the number of carbon atoms present in the 

structure. Figure 16 shows the different base structural units tested, while Figure 17 shows the 

resulting linear trend between polarizability and carbon content. 

Although there is clearly a linear trend between system polarizability and the number of 

carbon atoms present in the system, the contribution per carbon atom appears to be increasing 
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slightly as the systems become larger. As a result of the way in which the systems were set up 

(see Figure 16), the system becomes more interconnected with Si-O-Si type bonds and fewer Si-

O-H type bonds as the number of silicon atoms increases. This translates to fewer CH3 groups 

being added and more CH2 groups being added. Based on this observation, the data were sorted 

into the contribution to the polarizability per carbon group for CH3 groups versus CH2 groups. 

The results are shown in Figure 17. 

Figure 18 compares the change in polarizability of the Si-based motif systems with each 

additional carbon-based group, and the magnitude of this change between each additional Si-

CH3-type bond and Si-CH2-Si type bond. I determined that there is a difference of approximately 

0.3x10
-42

C
2
m

2
/J in polarizability between the addition of a CH3 group and the addition of a CH2 

group. This difference clearly needs to be included in any correlation of the overall composition 

versus polarizability in order for the values to scale properly. Assigning the difference in 

polarizability to the hydrogen atoms allows differences between the Si-CH3 and Si-CH2-Si 

bonding structures to be taken into account. Si-H bonding was studied in the same way as the 

carbon groups, simply substituting hydrogen atoms for carbon atoms. The results are 

summarized in Figure 19. 

The preceding results have established a predictably linear relationship defining the 

influence of carbon and hydrogen on the polarizability of the SiCOH system. The next task was 

to investigate the influence of silicon and oxygen on the base system polarizability. I analyzed 

the polarizabilities of the 13 starting Si-O systems shown in Figure 16 in terms of the number of 

oxygen and silicon atoms present. Unfortunately, this information did not reveal trends stable 

enough to apply to larger systems. 
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Figure 16. Different Si-based structural units tested. Red atoms represent oxygen, gray atoms 

represent silicon, and white atoms represent hydrogen. As two examples, these units can be 

represented as “chains,” as in the 7-atom Si motif, or “rings,” as in the 9-atom Si motif.
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Figure 17. Polarizability of the different silicon-based motif structures (shown in Fig. 1) versus 

the number of carbon atoms present in the sample. There is a clear linear trend between the 

number of carbon atoms and the overall polarizability with approximately the same slope for 

each line, although the slope increases slightly with the number of silicon atoms.
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Figure 18. Data from Figure 17 organized in terms of the polarizability as a function of the 

number of the number of Si atoms in the motif and further delineated between CH2 and CH3 

groups present.
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Figure 19. Change in polarizability of the system when Si-O-H bonds are replaced with Si-H 

bonds. Not surprisingly, the polarizability of a Si-H bond is found to be lower than that of a Si-

O-H bond. There is generally little change in slope as the size of the Si motif increases from 8 to 

19.
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Figure 20. System (a) represents a ring-shaped starting motif for the initial Si-O polarizability 

study (b) shows the same system with an oxygen atom added to bridge across the ring (circled). 

System (c) represents the system after three such Si-O-Si “bridge” atoms have been added, and 

the addition of an O-H bond (circled).
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In order to understand how Si and O atoms influence the polarizability, I developed a 

compendium of silicon-oxygen based structures and focused on the effect of changing the 

silicon:oxygen ratio on the polarizability. I began by creating small Si-atom motif systems 

containing 6-9 Si atoms, connected in ring-like configurations by oxygen atoms, and then 

successively added oxygen atoms to the systems calculating the system polarizability for each 

new structure. This process is outlined in Figure 20. 

The results of this systematic change in the Si:O ratio are shown in Figure 21. This shows 

a marked difference between Si-O-Si modifications to the system compared to Si-O-H 

modifications. The number of O-H bonds in experimental SiCOH systems is typically very 

limited, so I focused on Si-O-Si contributions exclusively. To study the influence of Si-O-Si 

bonds on the polarizability, I used the same procedure outlined in Figure 20 but only added Si-O-

Si bonds (no O-H bonds). I conducted this analysis on representative 6-, 8-, 9-, 12-, 16-, and 18-

atom Si systems. The results showed a linear trend between the polarizability of the overall 

system and the ratio of Si:O in Si-O-Si bonded systems, as shown in Figure 22. 

 

Establishment of a Correlation for Polarizability 

Once these trends were established, I aggregated the information into a set of 

polarizability contributions for each type of atom in the SiCOH system. Constant-value 

contributions to the polarizability can be assigned for silicon, carbon, and hydrogen atoms. 

However, as discussed above, the contribution per oxygen atom is dependent on the Si:O ratio. 

As shown in Figure 17, the contribution per carbon atom is 2.5x10
-40

 C
2
m

2
/J, while the 

contribution per hydrogen atom is -0.25x10
-40

 C
2
m

2
/J, so that the contribution per CH3 group is 

1.75 C
2
m

2
/J and the contribution per CH2 group is 2.0x10

-40
 C

2
m

2
/J. The contribution per silicon 
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atom was assumed to be 5.0x10
-40

 C
2
m

2
/J, based on a linear analysis of the base structures in 

Figure 16. The analysis described in Figure 22 suggests that the contribution per oxygen atom is 

(-0.75(Si:O)+1.8)x10
-40

 C
2
m

2
/J. These values are also summarized in Table 11. 

 

Table 11. Contribution to the polarizability as a function of atom type. 

Atom Type Contribution to Polarizability/Atom (C
2
m

2
/J) 

Silicon 4.7x10
-40 

Carbon 2.5x10
-40

 

Oxygen (-0.75(Si:O)+1.8)x10
-40

 

Hydrogen -0.25x10
-40
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Figure 21. Polarizability change per oxygen atom added to the system versus Si:O ratio shows 

two linear trends: one corresponding to the addition of Si-O-Si type oxygen atoms and one 

corresponding to the addition of Si-O-H type oxygen atoms (regions are circled for clarity).
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Figure 22. Change in system polarizability per additional oxygen atom versus the Si:O atomic 

ratio. The polarizability increases by a smaller amount with each additional oxygen atom added 

to the system.
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Using this correlation, it was possible to reproduce the polarizabilities of the initial ten 100-atom 

structures to within 1-10% of the DFT-calculated polarizability values, as shown in Table 12.  

The correlation was then applied to much larger systems of around 4400-6300 atoms 

modelled using the method described in Figure 5. This tested the ability of the correlation to 

predict reasonable polarizabilities for systems that are, in this case, 44-63 times larger than the 

test samples from which the correlations were obtained. Random numbers of Si, C, O and H 

atoms were present in the six large SiCOH systems tested. The density of the six systems varied 

from 0.89-1.49 g/cm
3
 to conform to known experimental systems. [8, 16, 40, 45] The results are 

summarized in Table 12. 

 

Table 12. Dielectric constants for six different model SiCOH systems (shown as columns 1-6) 

predicted using the correlation given in Table 11. The results were compared to experimental 

data on SiCOH films [40, 45] with the same densities (predicted k column). 

Test System No. 1 2 3 4 5 6 

No. Si Atoms 537 798 663 552 453 1256 

No. C Atoms 1024 1086 1055 1012 885 858 

No. O Atoms 526 952 715 525 383 2014 

No. H Atoms 3030 3196 3138 3030 2694 2175 

Total No. Atoms 5117 6032 5571 5119 4415 6303 

Density (g/cm
3
) 1.07 1.49 1.27 1.08 0.89 1.11 

Calculated k 2.4 3.2 2.8 2.4 2.1 2.2 

Predicted k 2.4 3.1 2.7 2.4 2.1 2.5 
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In all cases, the dielectric constant estimated by the correlation developed using DFT was 

within 5% of the experimentally predicted value for films of similar density and porosity [40, 

45]. This error is roughly consistent with the known error in experimental determinations of the 

dielectric constant. While these results are encouraging, they merely indicated that the 

correlation does not produce unreasonable values for larger systems. The correlation was 

validated further by testing it against experimental data. [9] An experimental study by Volksen et 

al. focused on a film with a density of ~1.3 g/cm
3
 and a composition of roughly 25% silicon, 

41% oxygen, 11% carbon, and 23% hydrogen atoms. Based on this composition and density, the 

correlation predicts a dielectric constant of 2.55 while the experimentally determined value was 

~2.7, further indicating the validity of this correlation. 

 I have established a correlation between the composition of an amorphous, porous 

SiCOH system and the resulting polarizability of the system. This correlation, in conjunction 

with the Clausius-Mossotti equation, can be used to estimate the dielectric constant of a large 

amorphous SiCOH-based system without the need for any simulation or other information 

beyond knowing the number of atoms in the system and the system size. When this correlation, 

established on systems of 3-20 silicon atoms, is extrapolated to predict the dielectric constant of 

much larger (several thousand-atoms) systems, the dielectric constant calculated from the 

Clausius-Mossotti equation is on the order of 2.2-2.5. This is within the range expected from 

experimental data, and previous work [8, 40, 45] has suggested that this type of estimate is fairly 

accurate. The existence of a correlation of this type allows a rapid estimation of dielectric 

constants of candidate SiCOH materials without the need for any computational simulations. 
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Mechanical Properties 

 Once the structural accuracy of the ULK model had been established, I also verified its 

mechanical properties. Mechanical property agreement between the simulated material and the 

experimental film is crucial for future computational work on this system, as ULK mechanical 

integrity is at the heart of problems surrounding ULK use in devices. 

 The elastic constants for a system are defined by the equation σij = Cijklεkl , where σij 

represents the system stress tensor and εkl represents the system strain tensor. The constants 

embodied by Cijkl describe the elasticity of the system. [78] For an anisotropic homogenous 

material the symmetry of stress and elasticity tensors allows the stiffness tensor, C, to be reduced 

in order using Voigt notation. Using this mapping σab=σba, so σ=(σxx, σyy, σzz, σyz, σxz, σxy)≡ (σ1, 

σ2, σ3, σ4, σ5, σ6), and likewise for ε. Cijkl can therefore be expressed as Cαβ, where Cαβ=Cβα, 

α=(1-6), β=(1-6). [78] The elastic constants were calculated using the following procedure: 

1. Equilibrate the system at 0 atm until a stable volume is reached. 

2. Compress the system in a direction corresponding to the desired constant. For example, the 

C11 constant is based on compression in the xx direction, while the C44 constant is based on 

compression in the xy direction. 

3. Re-equilibrate the system at the new compressed volume. 

4. Measure the change in stress (pressure). 

5. Calculate the desired constant. 

 Table 13 summarizes the compression directions used to find each constant. The term 'e' 

refers to the magnitude of the compression applied to the system. If the original length of a 

simulation box is x0 and the length of the box after compression is x1, then x0(1-e) = x1. σ refers 

to the stress (pressure) of the system after compression, in the designated direction. 
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 After the elastic C11 and C12 constants were found, the bulk (K) and Young's (E) moduli 

were calculated using eqn. 7 and eqn. 8. 

   (7) 

   (8) 

 The calculated elastic constants and bulk and Young's moduli are described in Table 14. 

The table only shows elastic constants for C11, C12 and C44. These represent an average of the 

three different directions associated with each constant. So, for example, C11 = ⅓(C11 +C22 +C33). 

 

Table 13 Compression directions associated with different elastic constants. 

 

Constant Compression Direction Equation 

C11 xx 
 

C12 xx 
 

C22 yy 
 

C23 yy 
 

C33 zz 
 

C31 zz 
 

C44 xy 
 

C55 yz 
 

C66 xz 
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Table 14 Elastic constants (C11,C12,C44),Bulk (K) and Young's (Y) Moduli  

 

Constant (GPa) 

C11 4 

C12 4 

C44 2 

K 4 

E 1 

 

 In this study I also estimated the mechanical properties of SiCOH structures based on 

spin-on type films. The majority of this work has focused on the development of a model to 

mimic SiCOH films made using chemical vapor deposition (CVD). These films can also be 

made, however, using spin-on techniques. The resulting structures are much more ordered and 

possess fewer defining structural motifs. Two spin-on films I modelled were based on Si-

CH2CH2-Si type structures and Si-CH2CH2-Si-CH3 –type structures. This means all of organic 

material present in the Si-O based film was present in those described arrangements. So, in the 

first type, all of the organic material functioned as bridging bonds while in the second type one 

out of every six Si-O network bonds was replaced with an Si-CH3 bond. The results comparing 

these to structures, as well as the CVD-type structure, are shown in Figure 23. 

 The results show that as the amount of organic networking in the films decreases, so do 

the mechanical properties. The first spin-on type film has excellent mechanical integrity, 

showing a Young’s modulus of 78 GPa, and a bulk modulus of 37 GPa. Even if just one of every 

six Si-O networking bonds is replaced with an un-networked, pendant, Si-CH3 bond, the 

Young’s modulus is reduced to 35 GPa, and the bulk modulus is reduced to 18 GPa. The 

properties of the CVD film are obviously even worse, with a Young’s modulus close to 1 GPa, 

and a bulk modulus of barely 4 GPa.  
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Conclusions 

 This study is distinct from past efforts in showing that the porosity, dielectric, and 

mechanical measurements are all in agreement with experiment (not just one or the other). This 

is the first time that all of these properties have been calculated for a given computational study. 

In particular, this chapter’s discussion of the dielectric and mechanical properties showed how 

the porosity is the strongest influence on the dielectric constant, while the system networking is 

the key link to the resulting mechanical properties. 
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Figure 23. Mechanical properties of three types of SiCOH films: in red, a spin-on type film 

based on Si-CH2CH2-Si motifs; in blue, a spin-on type film based on Si-CH2CH2-Si-CH3 motifs; 

and in green, a CVD type film based on all of the motifs shown in Figure 4. As the amount of 

organic networking decreases, the mechanical integrity of the film also significantly decreases. 

Just moving from the first spin-on type film to the second, where only one in six Si-O bonds are 

replaced, reduced the mechanical properties by approximately half. Moving to the CVD-type 

film, the mechanical properties are further cut dramatically. 
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CHAPTER 4 

SIMULATED THERMAL ANNEALING OF ORGANOSILICATE GLASS MATERIALS 

 

 Having established an organosilicate glass model that simultaneously encapsulates 

structure, porosity, dielectric constant, and mechanical properties comparable to experimental 

materials, I am well positioned to understand how these properties are affected by ultra-rapid 

thermal annealing. UV curing techniques, currently the most popular in the semiconductor 

industry, are characterized by anneals on the order of minutes to hours. [7-8] The hypothesis was 

that rapid thermal annealing might favorably “shift” the dielectric constant versus mechanical 

property curve. Traditional Molecular Dynamics force fields are unfavorable for this type of 

study, as they do not allow for the evolution of the bonding topology during simulation. I 

therefore begin with a discussion of using the REAX force field to model SiCOH materials, 

which has the capability to embrace bonding changes. I then discuss the structural, porosity, 

dielectric, and mechanical changes that result from simulated rapid thermal annealing, using the 

previously established methods. 

 

The REAX Force Field 

 There are few molecular-scale computational studies that characterize the properties of 

SiCOH films. Previous atomistic-scale simulation studies of SiCOH systems [18, 24-33, 53, 56]
 

focused primarily on the relationship between the material’s structure and its resulting 

mechanical properties. There has been no molecular-scale computational investigation into the 

evolution of the material structure during thermal annealing. This may be due, in part, to the 

nature of traditional Molecular Dynamics (MD) force fields which do not traditionally allow for 
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bonds to break or form during the course of the simulation. Clearly, in a situation such as this, 

where the intent of the processing is to reconstruct the bonding using a rapid thermal process, 

such force fields will be largely ineffectual in capturing the reorganization.  

 I overcame this difficulty by employing the REAX force field in my MD simulations to 

represent the interatomic potentials among the atomic species. The REAX force field was first 

described in 2001 by van Duin and Goddard to study reactions in hydrocarbons.
 
[79]

 
Since then, 

led by the van Duin group’s parameterization of additional species, the force field has been 

successfully applied to a number of different applications. [80-87] This force field is almost 

unique in its approach to creating bonding definitions for use within MD simulations, in that the 

bonding topology can change and is continually updated throughout the course of the simulation. 

There is currently only one other such MD force field specifically designed to model bonding 

changes, COMB, which was originally developed to study materials used in the nuclear waste 

industry and has not focused on Si-C-O-H atom-type interactions until recently.
 
[88]

 
Bonding in 

REAX is determined based on interatomic distances and calculation of bond orders, which are 

updated each time step. Using this force field, I gain the ability to describe thermally induced 

structural and network bonding changes, and hence precisely demonstrate the effect of rapid 

thermal annealing on SiCOH films. 

 Rapid thermal annealing simulations of SiCOH films were performed using Molecular 

Dynamics techniques to solve the equations of motion of the system, and using the REAX force 

field to describe the forces between particles. Sandia’s LAMMPS [51] code was used for all the 

MD simulations.  
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 The REAX force field is the only input to the LAMMPS MD code beyond temperature 

and pressure settings. This force field is defined by a combination of 11 different possible 

contributions to the overall energy of the system, as described in equation 9. 

  (9) 

In equation 9, Ebond is the bond energy, Elp is the energy from lone electron pairs, Eover is the 

over-coordination energy – a penalty term for over-coordinated atoms, Eunder is the under-

coordination energy term, Eval is the angle-strain energy term, EC2 is a correction term for 

carbon-carbon double bonds, Etors is the torsional energy, Econj is the torsional conjugation 

energy, EH-bond is the energy from hydrogen bonding, EvdWaals is the energy from van der Waals 

interactions, and ECoulomb is the Coulombic interaction energy. Energies derived from bonded 

interactions are calculated based on the bond orders of each atom so that, as bonds are created or 

destroyed, the energies are able to adapt easily. Pair-wise interactions like van der Waals and 

Coulomb interactions are calculated between every pair of atoms. [79] The REAX parameters 

were used, without alteration, from the list available for Si, C, O and H, provided in private 

communication with Prof. Adri van Duin (Penn. State University). This is a slight drawback to 

the use of the force field, in that the parameterization is dense (upwards of 100 parameters) and 

not well described in the literature, and so there is a reliance on Prof. van Duin’s group for these 

values. The force field is also known to be better at bond-breaking than forming, and so may not 

show the structural rearrangements we hope to observe because of this bias. 

 

Computational Methodology: MD Methods 

The system consisted of approximately 6,500 atoms, which were initially laid out in a grid-like 

configuration using an algorithm described elsewhere
 
[89-90] to create a typical SiCOH-like 
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amorphous porous material. The overall box size was 105Åx105Åx105Å, for a total volume of 

1.1E6Å
3
. The actual sample within the box was laid out on a 44Åx44Åx44Å grid, for a total 

volume of 8.5E4Å
3
. That is, the system set-up consisted of a sample surrounded by a vacuum 

layer, extending 30Å in each direction. This was designed to allow organic species to escape 

during the thermal annealing.  

 The system was then annealed at 25°C for 1 ns of simulation time, using a time step of 

0.25 fs, in an NVT ensemble, with periodic boundaries in all directions. After thermal 

equilibration at 25°C, the system was heated to 1900°C over the course of 190 ns (~800 million 

time steps) of simulation time, at a rate of 10
10

°C/s, at constant volume. The system was also 

heated initially without the vacuum layer, using the same temperature range and heating rate, at a 

constant pressure of 1 atm, in order to observe the effect of increasing temperature on the system 

volume. This allowed for the estimation of a glass transition temperature (Tg) for the system and 

therefore better understand the overall thermal profile of the system.  

 

Verification of a REAX model for SiCOH thin films 

As noted in the preceding section, the aim was to explore the thermal profile of SiCOH films 

using MD techniques and use of the REAX force field. I created and then verified the accuracy 

of a model for the SiCOH system using REAX to define the interactions among the atomic 

species (C, H, O, Si). REAX replaced the previously reported combination of intermolecular 

potentials (Stillinger-Weber and the Optimized Potential for Liquid Simulation – henceforth S-W 

and OPLS, respectively) that I used successfully to characterize SiCOH films.
 
[51-52] Clearly, 

the annealing application that is the focus of this work renders traditional force fields unusable.  
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 The SiCOH system was laid out geometrically using the grid-based structure generation 

algorithm. [51-52] Employing the REAX force field to describe the forces between each of the 

species in the system, I simulated equilibrating the SiCOH system at a constant volume of 

1.1E6Å
3
 and 25°C for 1 ns of simulation time (in an NVT ensemble), with a time step of 0.25 fs. 

The first step was to verify the structural composition and bonding against that used in the earlier 

(S-W/OPLS) rendition of the material. The results are shown in Figure 24.  

 I also verified that the REAX-modeled simulated system exhibited a pore size 

distribution, porosity, and predicted a dielectric constant that agreed with experimental films of a 

similar nature, using methods described elsewhere.
 
[51-52] The film discussed in this dissertation 

consisted of approximately 6,500 atoms, corresponding to a density of 1.4 g/cm
3
, a porosity of 

11%, an average pore diameter of 0.9 nm, and a predicted dielectric constant of 2.6. These 

properties correlate well with typical experimental SiCOH films.
 
[40] 
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Figure 24. Bonding distribution predicted using REAX force field models for the simulated 

SiCOH system. As expected, the system is dominated by silicon-oxygen bonding (~60%), 

indicating the presence of the underlying silicon-oxygen framework. Carbon-hydrogen (~28%) 

and silicon-carbon (~10%) bonds are the next most prevalent. Carbon-hydrogen bonds result 

from the presence of -CH3 and -CH2 organic elements; silicon-carbon bonds result from the 

substitution of organic moieties into the silicon-oxygen framework. All remaining bond types 

have a low occurrence, as expected. This compares favorably to bonding distributions predicted 

by more traditional MD force fields (S-W/OPLS), where bonding is pre-determined by the initial 

set-up. 
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Thermal Annealing 

REAX/MD simulation to estimate the glass transition temperature, Tg 

 

 Having verified that the computational model behaved similarly to experimental SiCOH 

materials, the next task involved developing a point of comparison between the thermal profiles 

predicted by the simulated and laser-annealed films. While MD simulations are able to 

accurately predict the evolution of property changes within a suitably modeled simulated 

material, there is no guarantee that the temperatures indicated in the simulation for these property 

changes will match real-world temperatures. Thus, the prediction of particular temperatures 

(boiling point, melting point, critical point, etc.) is typically a fairly stringent test of a simulation 

model and method. I used the glass transition temperature Tg, the point at which the amorphous 

material ‘melts’ or becomes fluid (i.e., the devitrification temperature), to compare simulated and 

experimental thermal profiles.  

 This presented its own challenges, as the experimental glass transition is not well-defined 

for this class of materials. This is due to the materials’ varied compositions and porosities, the 

effect of the heating rate on the apparent Tg value, and the difference in behavior of the organic 

features of the film and the underlying Si-O framework. The experimental complexity of Tg 

measurement, also makes it difficult to determine accurately. Tg of amorphous SiO2 is well 

known to be 1200°C, and is an upper limit to so the Tg of SiCOH.
 
[91] The actual Tg has been 

reported to be as low as 600°C.
 
[3]

 
Consequently, the Tg of SiCOH must be in the range 600-

1200°C.  

 When I originally created an MD model for this SiCOH system, I used the Optimized 

Potential for Liquid Simulations (OPLS) [51] to describe the Si-CH interactions, and the 
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Stillinger-Weber [52] potential to describe the Si-O interactions. The details of this combination 

of models can be found in the structure generation section.
 
 

 Having established a model for the system using these force fields, I initially attempted to 

use this combination of models to determine Tg. The system was heated from room temperature 

at 1 atm in a constant temperature, constant pressure (NPT) ensemble until a transition in the 

physical state of the system was observed.  This transition was noted in one of three ways: as a 

change in system volume, the average coordination numbers of oxygen and silicon, or the radial 

distribution functions. The system was heated to an extremely high temperature of 4700°C 

(5000K) at a heating rate of 10
11

K/s over the course of 37 ns, with a time step of 0.25 fs. 

 The OPLS force field includes bond, angle, and dihedral parameters to define the Si-C 

bonds. These bonds do not contribute significantly to the underlying framework of these 

materials, and so I did not investigate them closely when looking for the glass transition point. 

However the transition should be visible in the Si-O behavior, as these interactions account for 

the structural integrity of the material. This means that a proper understanding of the Stillinger-

Weber Si-O description is critical. 

 Part of the process in studying the silicon-oxygen interaction originally was determining 

the correct parameterization of the Stillinger-Weber (SW) interaction. The parameterization I 

used was based on a 1999 study by Watanabe et al., entitled “Novel Interatomic Potential Energy 

Function for Si,O Mixed Systems.”
 
[52] Their study employed a two-body term and a three-body 

term, as is typical for the Stillinger-Weber potential. Their three-body term parameterization 

matched that provided in Sandia’s well-used LAMMPS incorporation of the Stillinger-Weber 

three-body term. I used LAMMPS as a source of the Molecular Dynamics code to study these 
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materials.
 
[50] However, there exists a difference in formalism between the Stillinger-Weber 

two-body term used by LAMMPS (eqn. 10) and that in the Watanabe et al. paper (eqn. 11).  

     (10) 

     (11) 

It is evident that the two equations are identical with the exception of the gij term in the 

Watanabe equation, which essentially controls the strength of the interaction. This g term is 

equal to 1 for oxygen-oxygen and silicon-silicon interactions; however, for oxygen-silicon 

interactions, it is a function of the coordination number of oxygen. Table 15 shows the value of g 

for different coordination numbers of oxygen. 

Table 15. gij function values for different coordination number of oxygen 

Coordination Number g value 

0 0.305 

1 0.813 

2 1.00 

3 0.46 
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 The coordination number of a given oxygen atom is determined based on the distance 

between that atom and its nearest silicon neighbors. The function is designed so that the binding 

energy between silicon and oxygen is strongest at a coordination number of two. This proved to 

be problematic in the calculations as it appears that the g value for a coordination number of two 

causes the attraction between silicon and oxygen atoms to be so strong that the structure of the 

material is completely uninfluenced by temperatures as high as 4500°C. Indeed, no glass 

transition was observed for a g(2) value anywhere in the 25-4700°C temperature range. 

 The heating process was then repeated using other g values given in Table 15. For 

g=0.813 corresponding to an oxygen coordination number of one, a glass transition was observed 

at ~2500°C  as determined by the change in system volume upon heating (see Figure 25). For 

values of g corresponding to coordination numbers of either zero or three, glass transitions were 

found to occur near 1250°C and 2300°C, respectively. These transitions are summarized in 

Figures 25 and 26. Thus, unless g is treated as essentially an adjustable parameter, thereby losing 

any physical meaning as a coordination number, there were no values of g from 0.3-1.0 that lead 

to an experimentally reasonable glass transition temperature. The overall results suggest that this 

combination of OPLS+ SW potentials is not suitable for thermal annealing, since g has become 

an arbitrary parameter. The most reasonable value of g (corresponding to oxygen coordination of 

two), produces an unrealistic Tg in excess of 4700°C.
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Figure 25. Volume versus temperature curves for the constant-pressure thermal annealing of the 

OPLS+SW models with g(0), g(1), and g(3) values for the SiCOH systems. Transition 

temperatures are observed near 1250°C, 2300°C, and 2500°C, respectively, for the three values 

of g. 
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Figure 26. Estimated glass transition temperature as compared to the value of g for the SiCOH 

system. Clearly, there is an increase in Tg with increasing g, as the Si-O interactions become 

stronger. A g value of one, corresponding to an oxygen coordination number of two, suggests an 

unreasonably high Tg value indicating that this combination of force fields is unsuitable for 

thermal annealing processes.
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 After establishing that traditional MD force fields are unsuitable for thermal annealing, I 

proceeded to anneal using the REAX force field. Following equilibration, the simulated system 

was first subjected to thermal annealing under constant pressure in order to establish the overall 

system behavior at the pressure used in experiments and to estimate the MD-predicted value of 

Tg. I estimated the simulation-generated value of Tg based on two metrics: changes in volume 

while annealing at constant pressure, and changes in the average mean squared displacement 

(MSD) across all the atoms in the system. As the system transitions out of the glassy state and 

begins to devitrify or “flow,” the volume will rapidly increase, as shown in Figure 27. 

 I was able to demonstrate that the REAX/MD-generated glass transition, at an annealing 

rate of 10
10

°C/s over the course of 190 ns, was around 1180°C. It should be noted that heating 

rates in MD simulations are typically extremely fast, with 10
10

°C/s being the slowest rate I could 

achieve with the computational resources available. A simulation at this heating rate requires one 

to three months of run time depending on system size (in the range 1,000-10,000 atoms).  

 In terms of self-consistency, I confirmed the estimated Tg value of 1180°C by also 

looking at the change in the average MSD from one time step to the next during thermal 

annealing. That is, I looked at the average MSD of all atoms in the system at one time step, and 

then looked at the average MSD at the next time step, and evaluated the difference. As the 

temperature increases and the system passes through Tg, the difference in the average MSD 

between time steps should increase. 
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Figure 27. Change in simulation system volume of a 6,500-atom SiCOH simulated material 

thermally annealed at a constant pressure of 1 atm. The system volume steadily increases starting 

at 1000°C. Using the typical estimation of Tg as the intersection of the solid and melt phases, I 

estimate a Tg value of ~1180°C. The rapid increase in volume starting at ~1550°C corresponds 

to the vaporization of the system. 
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Figure 28. Change in average MSD between time steps as the system is thermally annealed at 1 

atm. The difference between the mean squared displacement is averaged over the movements of 

all the atoms in the system from one data point to the next, showing larger changes in the 

average atom movement as temperature increases. The points represent the average change in 

MSD for a given temperature, while the error bars show the range of MSD changes. The average 

change in MSD begins to increase from between 0-2Å to 5-15Å in the previously estimated glass 

transition region between 1000°C and 1500°C, with the slope of the melt region suggesting a Tg 

around 1120°C (the intersection of the two tangents shown). 
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Figure 28 shows an exponential increase in the change in MSD starting at ~1000°C, with 

variations in excess of 5Å starting at around 1200°C. Thus, the MD-predicted value of Tg lies in 

the range 1000-1200°C and is likely to be ~1100°C. Since the simulation value is an unfitted 

prediction, based on extremely rapid heating, and given the uncertainty in the experimental 

value, the predicted value of Tg was deemed to be sufficiently good as a reference point for the 

thermal response of rapidly annealed simulated SiCOH films.  

 

Rapid thermal annealing of a SiCOH film  

 Encouraged by the preceding estimation of Tg, I undertook a thermal annealing process 

at constant volume. Keeping the volume constant allowed for the creation of a vacuum around 

the system, allowing atoms to “escape” the thin film during processing as they would in 

experiments. Figure 29 shows a snapshot of the simulation clearly demonstrating this situation. 

 Once the vapor phase was established at room temperature, I observed the system as it 

was heated to 1900°C (well above Tg) at a rate of 10
10

°C/s. 

 During annealing I am most concerned with changes in the system bonding topology. I 

looked at changes in the bonding between all types of atoms in the system, as well as changes in 

different key groupings (e.g., SiO4, SiO3R, SiO2R2, etc.). The results predicted by the REAX-

modeled system showed two key changes: a loss in the presence of organic units (a decrease in 

Si-C bonding while C-H bonding remained constant), and an increase in Si-O networking at the 

expense of silicon sub-oxides (a silicon atom bonded to less than four oxygen atoms). 
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Figure 29. Representative snapshot of the edge of the simulated SiCOH system at 800°C 

showing the establishment of a vapor phase around the SiCOH solid. Silicon atoms are shown in 

black, carbon atoms are shown in blue, oxygen atoms are shown in red, and hydrogen atoms are 

shown in white. It is clear that the vapor contains exclusively organic moieties (no escaped 

silicon atoms). Image prepared using Visual Molecular Dynamics (VMD).
 
[45]  
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 The first observed change in the simulated system began at 400-500°C with loss of 

organic units from the main silicon-oxygen framework. This increase in free carbon atoms, not 

bonded to any part of the silicon-oxygen framework, is shown as a function of temperature in 

Figure 31. Bonds were counted by calculating the distances between all pairs of atoms in the 

system, and determining whether an atom pair was bonded or not-bonded based on whether their 

distance were within a pre-determined threshold. For silicon-carbon bonds, for example, this 

distance was 2.5 Å. This value was chosen by observing the first nearest neighbor distance in the 

radial distribution function for this pair of atoms (Figure 30).  

 Following the loss of organic units, there is an increase in silicon-oxygen networking as 

the underlying silicon-oxygen framework responds to the loss. This was quantified by comparing 

the number of fully-networked silicon atoms (SiO4 units) and silicon-suboxides (SiO3, SiO2, SiO 

units), as a function of temperature. As shown in Figure 31, there is an increase in the extent of 

silicon-oxygen networking starting at 700-800°C, some 200-300°C above the initial loss of 

organic units.  

 In order to better understand the nature of organic loss, carbon bonding was studied in 

further detail (Figure 32). The analysis shows that the extent of carbon-hydrogen bonding 

remains relatively constant across all temperatures. This is expected as hydrogen atoms are only 

present in the form of carbon-hydrogen bonding, and the organic units within the system remain 

intact throughout the simulation. Carbon atoms bonded to the Si-O Network – that is carbon 

atoms bonded to a silicon atom or networked oxygen atom – steadily decrease in number 

throughout the simulation with a more rapid decrease once the system exceeds the glass 

transition temperature.  
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Figure 30. Radial distribution functions (RDFs) for silicon-silicon, silicon-carbon, silicon-

oxygen, and carbon-hydrogen interactions resulting from simulating the system using the REAX 

force field. These curves suggest the most common distances for neighboring pairs of atoms of 

these types, and therefore the bond length for these atom pairings. Si-Si bonds are approximately 

3 Å in length, Si-C bonds are 2 Å long, Si-O bonds are 1.7 Å long, and C-H bonds are 1.2 Å 

long. RDFs for other atom pairings not shown (e.g., Si-H, C-C, C-O, O-H), were present in 

numbers too low to be strongly correlated, and bond lengths for these interactions were assumed 

to be on the order of 1 Å. This may introduce some small error in bond counting, but the bond 

counts for these bond types were less than 20 bonds for the entire system, in comparison to bond 

counts in the hundreds and thousands for the bond types shown in the figure (29) above, and so 

would not significantly affect the analysis of the bonding in the system.
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Figure 31. Change in silicon-oxygen networking and carbon-group networking with 

temperature, as predicted by MD simulations using the REAX force field. This chart shows an 

increase in fully networked SiO4 starting at 700°C, with a simultaneous loss of silicon suboxides. 

The rate of networking improvement and suboxide loss increases beginning at around 900°C. 

There is also an increase in free carbon groups - that is, carbon atoms not bonded to either silicon 

or oxygen atoms - beginning at around 500°C, with a slight increase in organic loss rate 

beginning at 800°C. 



 

90 

 

Figure 32. Changes in carbon bonding versus temperature. This confirms the loss of organic 

units in the system since networked carbon bonding decreases, while carbon-hydrogen bonding 

remains essentially constant throughout. The extent of networked carbon decreases very slightly 

throughout the simulation, with a visible deviation from the baseline occurring only at ~600°C, 

followed by an increased rate of organic loss for the remainder of the simulation. 
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The extent of carbon-oxygen and carbon-carbon bonds are not shown since they were present in 

low numbers (<300 bonds of each type, compared to 3,250 carbon-hydrogen bonds and 1,500 

carbon-silicon bonds), and remained constant throughout the simulation. 

 Overall, these MD simulation results, predicted using the REAX force field, suggest that 

a favorable rearrangement of organic units within the system as a result of thermal annealing 

treatments is unlikely; carbon atoms prefer to leave the system rather than change their bonding 

behavior within the silicon-oxygen network. Using an estimated simulation Tg of 1180°C, the 

results suggest that organic units will begin to leave the system at about 0.5Tg, followed by an 

increase in Si-O networking beginning at about 0.67Tg. 

 

Experimental Results 

 Figure 33 shows FTIR spectra of two films, one annealed at low temperature (300 °C) 

and one annealed at high temperature (1200 °C), covering only the range of the Si-O peaks. The 

behavior of the system is dominated by loss of the SiO sub-oxide peak at 1027 cm
-1

 and the 

commensurate rise of the fully networked peak at 1061 cm
-1

. The ladder and cage peaks are 

reduced as well, but not nearly as strongly as the sub-oxide peak. The methyl peak is almost 

entirely removed by 1200° C. 

 These data are summarized in Figure 34 showing the normalized peak area as a function 

of the annealing temperature for a 1 ms LSA anneal. In addition to the Si-O peaks, data for the 

organic (methyl) peak at 1274 cm
-1

 are also shown. At temperatures below 800°C, the FTIR 

peaks remain essentially unchanged. The organics, particularly the pendant methyl groups, are 

the first structure to become unstable and above 850°C they begin to decompose. No substantial 

organics remain at temperatures above 1200°C. 
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Figure 33. FTIR spectra of samples annealed at 315°C (a) and at 1200°C (b). Extracted FTIR 

peaks for the Si-O structures are shown as dashed curves. The dominant effect of temperature is 

an increase in the intensity of the Si-O network peak at the expense of the methyl and Si-O 

suboxide 
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Figure 34. Peak heights of suboxide structure (light grey symbols), fully networked structure 

(medium grey symbols), and methyl groups (black symbols) taken from FTIR spectra over a 

range of annealing temperatures. Peak heights are scaled relative to unannealed regions located 

some distance removed from the laser scan. Lines are a guide to the eye only. The methyl peak 

begins to decrease in area around 850°C, followed by an increase in SiO networking at 1000°C, 

and a symmetric loss in SiO suboxides also beginning at 1000°C. 
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The network structure, as formed, remains stable to temperatures above 1000°C. Thus, the 

primary effect with increasing temperature is conversion of sub-oxide structures to the fully 

networked configuration. Again, for a 1 ms anneal, this requires significant additional 

temperature with full conversion of sub-oxide structures only possible at temperatures above 

1200°C. This behavior is consistent across dwell times from 200 μs to 2 ms with only small 

shifts in the critical temperatures. 

 

Comparison of computational and experimental results 

 The computational MD thermal annealing simulations of SiCOH materials using the 

REAX force field, and the experimental LSA treatments of SiCOH films characterized by FTIR 

spectra, predict the same structural changes as a function of temperature. Both studies show a 

loss of organic units from the underlying silicon-oxygen framework followed by an increase in 

silicon-oxygen networking.  

 The experimental studies show FTIR methyl peak loss beginning at 850°C, followed by 

an increase in the Si-O networking FTIR peak at around 1000°C. The computational studies 

show these changes beginning to occur at lower temperatures, with a much more gradual rate of 

change. Both experiment and computation predict that there is roughly 150-200 °C difference 

between the loss of organic moieties and the densification of the Si-O framework.  

The atomic-level detail possible with the computational results is able to identify deviations in 

the fully networked silicon-oxygen moieties and the silicon sub-oxides at temperatures as low as 

600°C; however, this deviation does not become substantial (which I estimate, arbitrarily, to be 

synonymous with a 10% change in bonding behavior as compared to the initial system) until 

around 900°C. Experiments cannot be expected to observe the earliest-stage bonding differences 



 

95 

possible in simulations; but it is encouraging that the experiments show observable changes in 

the FTIR at ~850°C , which corresponds to a change of less than 10% of the original bonding 

found computationally. Similarly, computational results show organic units leaving the system at 

temperatures as low as 500°C, but with an increase in the rate of loss at around 800°C. These 

results are summarized in Figure 35.  

 Simulation results show the same structural changes as the experimental studies, but 

beginning at lower temperatures than the experimental system, and progressing at a slower rate. 

In the future, it may be of interest to anneal the simulated system at the various transition 

temperatures for longer time periods, to see if the extent of structural change is greater at lower 

temperatures than is suggested by the rapid anneal rate. Both the experimental and computational 

studies do, however, eventually reach the same end-point (little-to-no organic units left in a fully-

networked Si-O system). Ideally, a comparison of the temperature at which the simulation and 

experimental structural transitions occur is best made in terms the glass transition temperature. 

The simulations show that these changes occur at about 0.5 Tg and 0.67 Tg, respectively. Such a 

comparison to the experimental system is currently impossible. What can be definitively 

concluded when comparing the results of the experimental LSA and the MD simulations is, that 

once the SiCOH system passes through its glass transition temperature, the organic units will 

completely escape the system, leaving behind a fully networked, amorphous Si-O framework. 
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Figure 35. SiCOH structure as a function of temperature in both the MD simulated system and 

the experimental LSA system. Both the experimental and simulation studies show a loss of 

organic material, followed by an increase in Si-O networking at the expense of silicon sub-

oxides. The computational results show these changes beginning at lower temperatures than the 

experimental studies, but occurring at a slower rate. The end point of both the experimental and 

simulation studies is the same, however, with the organic units completely leaving the system. 
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Porosity Changes during Thermal Annealing of SiCOH Materials 

 Having observed the structural changes that result during simulated thermal annealing of 

the SiCOH material using the REAX force field, I investigated whether the porosity also 

changed concomitantly. As the organic units leave the system, the remaining bulk appears to 

increase its networking and “densify,” which would suggest a decrease in system porosity, and a 

decrease in average pore diameter. 

 To study this, I chose 11 equally spaced snapshots of the system along the thermal profile 

and then used the porosity algorithm described in Chapter 2 to investigate the change in porosity 

as a function of annealing temperature. The results shown in Figure 36 below suggest that the 

overall porosity of the SiCOH material begins to decrease around 900°C. This corresponds well 

with the increased Si-O networking discussed previously, and follows expected trends. Figure 37 

also shows that there is a change in the pore size distribution with increasing temperature with 

larger pores collapsing to form smaller pores. The average pore diameter shifts slightly from 1.0 

nm to 0.9 nm. It is an anticipated that this trend would continue to higher temperatures where 

further densification is expected to occur; however, this is outside the realm of processing 

interest.
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Figure 36. Change in porosity of the annealed SiCOH material with temperature. The porosity is 

relatively steady during the early annealing process, and even increases slightly as organic 

material is lost to the surroundings. Once the Si-O networking begins to increase at 900°C, 

however, the porosity decreases rapidly, and the film begins to densify. 
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Figure 37. Pore size distributions of the annealed SiCOH material at room temperature, and 

1300°C. There is a shift in the pore size distribution as large pores are lost and smaller pores 

form. 
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Monitoring the Dielectric Constant during the Thermal Annealing of SiCOH thin films 

 In a similar manner, I also investigated trends in other macroscale properties, including 

the dielectric constant. The main task was to determine whether changes in the dielectric 

constant and mechanical properties mirror the microstructural changes that I observed earlier as 

the SiCOH material is annealed.  

In order to estimate the change in dielectric constant as a function of temperature, I used 

the previously developed correlation to estimate the polarizability of the structure of the SiCOH 

material in a given thermally annealed state. In the simulated system, the composition and 

volume of the bulk SiCOH material constantly varies as a function of temperature as organic 

material is lost to the surrounding environment. Therefore, the resulting calculation of dielectric 

constant will also vary as a function of temperature, following changes in the composition of the 

material. This will provide an estimate of how the resulting dielectric constant is affected by 

thermal annealing processes. 

 In order to use the correlation, however, it was necessary to develop a method to 

determine the volume of the bulk material, which constantly changes during annealing as a result 

of the changing material composition. By including a vacuum layer around the edges of the 

system, atoms are able to leave the vicinity of the main bulk of the material. The volume of the 

simulation box is, therefore, meaningless as a measure of the volume of the actual bulk system 

since it includes a considerable vapor volume. This approach to solving this problem was to use 

the center of mass of the silicon atoms in the system to locate the approximate center of the bulk 

material, and then search outwards from that point in all directions to locate the surface of the 

bulk material. The silicon atoms can be used as a monitor of the behavior of the bulk material 

because they do not leave the system during the annealing process. 
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 This process works well in general; however, it can be difficult to pin-point which atoms 

are part of the bulk material and which atoms are essentially part of the vapor but physically 

close to the material’s surface. It was therefore necessary, when determining whether or not an 

atom was connected to the main bulk of the material, to calculate its proximity to several nearest 

neighbors, not just its proximity to one atom. For “floater” atoms near the surface there will be a 

discontinuity in the pairwise distances when crossing the “gap” between this atom and the 

surface, which is not present in atoms which are truly part of the main “bulk.” Using this method 

to estimate the volume of the structure at each point along the thermal processing path, and the 

previously developed dielectric constant correlation, I was able to observe the trend shown in 

Figure 38.  

 The trend shows that the dielectric constant is initially fairly stable, although it does start 

very slowly increasing as soon as annealing starts. At around 900°C, when the organic material 

is rapidly leaving the Si-O networking is increasing, the dielectric constant begins to rapidly 

increase. This would be expected based on the previously observed structural changes in the 

material: film densification correlates with an increase in dielectric constant.
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Figure 38. Change in estimated dielectric constant versus annealing temperature for a SiCOH 

system. The results show that, as anticipated, the dielectric constant of the system increases as 

the film goes through a transition at ~900°C and begins to densify. 
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Mechanical Properties During Thermal Annealing 

 The final task involved evaluating the changes in the mechanical properties during 

annealing. It is not feasible to study every system snapshot along the thermal profile (there are 

thousands) using the method described in Chapter 3 to evaluate mechanical properties. I 

therefore chose 11 structures equally spaced along the thermal profile for evaluation. In each 

case, I explored the mechanical stability of the structure that resulted from simulated thermal 

annealing to a given temperature. Due to the limited number of structures studied, I was able to 

manually determine the identity of the atoms that constitute the main system “bulk” by visual 

inspection.  

 For each chosen structural snapshot, I evaluated the elastic constants C11 and C12 by 

compressing the material in one direction and then measuring the resulting changes in stress 

using the LAMMPS-generated pressure tensor. [50] I then used these constants to estimate the 

bulk and Young’s moduli at each point.  

 The results (Figure 39) suggest that the mechanical properties are initially fairly stable 

before thermal annealing (C11=6GPa). The elastic constants then drop to very low levels (C11 

between 0 and 1 GPa) until the material passes through the glass transition (around 1100°C). 

Above Tg, the values increase to more reasonable levels (C11 between 6 and 12 GPa). The initial 

apparent drop in mechanical properties may, however, be misleading, and the first data point 

may simply be improperly annealed relative to the heated data points. Further testing of this 

point should be conducted in future. The overall results would agree with the apparent 

densification seen in the material at these temperatures. It should be recognized, however, that 

the LAMMPS pressure measurements upon which these calculations are based are very 

imprecise, and so the exact precision and accuracy of these values is unknown. The results reveal 
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a distinct increase in the material moduli past the glass transition temperature, but any 

conclusions beyond this are difficult to quantify. Future studies of this material should 

investigate alternate methods of mechanical property verification. 
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Figure 39. Change in mechanical properties in the SiCOH material as a function of annealing 

temperature. The properties start out initially at reasonable levels (Young’s moduli of 6 GPa); 

however, the simulated thermal annealing causes the calculated elastic response to immediately 

weaken. The moduli do pick back up again, however, after passing through the glass transition 

temperature at 1100°C. 
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Conclusions  

 In this study, I was able to successfully demonstrate and quantify the nature of bonding 

changes that occur in a ULK SiCOH system upon rapid thermal annealing. Both Molecular 

Dynamics simulations using a reactive force field and experimental laser annealing studies show 

the same structural changes occurring in the same order relative to temperature. Organic 

components of the SiCOH material decompose and leave the system rather than recombining 

into the underlying silicon-oxygen framework. Following this loss of organic material, the 

second thermally induced transition is an increased networking of the silicon-oxygen framework. 

This second transition occurs about 150-200°C after the loss of organic moieties in both 

experiments and simulations. The increased Si-O networking will likely result in densification of 

the material and it will therefore be difficult to improve the mechanical properties of the material 

prior to pore collapse and subsequent k increase.  

 To verify this prediction, I studied the densification, change in dielectric constant, and 

change in mechanical properties of the material during the simulated rapid thermal annealing 

process. The material porosity was shown to decrease at the same point the Si-O networking 

begins to significantly increase. The dielectric constant remains relatively stable until this point 

is reached as well. This suggests that under rapid thermal annealing conditions, the porosity and 

therefore dielectric constant of the material are stable until the material reaches 900°C. 

Mechanical properties were not shown to improve, however, until temperatures exceeded Tg, at 

1100°C. More experimental verification is necessary to determine the exact nature of the 

mechanical property changes. 
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CHAPTER 5 

A POTENTIAL NEW CLASS OF LOW-K MATERIALS: POROUS ORGANIC POLYMERS 

(POPs) 

 

 The studies of SiCOH materials have provided many insights into the relationships 

between material structure and the resulting dielectric and mechanical properties. As the 

semiconductor industry looks to the future of low-k materials, it will also be necessary to 

consider new candidate materials, both in the realm of SiCOH materials containing as-yet 

unexplored structural units, and beyond the SiCOH class of materials.  

 One of the key findings of the simulation work is that the inherent porosity of the 

material plays a critical role in driving down the dielectric constant. Arguably, the porosity is the 

single most important variable in determining low-k characteristics of materials. This suggests 

that structural motifs which beneficially improve the film’s performance will be those which:  

1) do not dramatically (or significantly) increase the polarizability of the SiCOH film,  

2) promote porosity and  

3) provide improved mechanically stability,.  

 This was shown in previous studies of the differences between Si-CH2-Si and Si-CH3 

bonding structures, which suggested that, while both units have similar polarizabilities, Si-CH2-

Si structures add greatly to film mechanical stability as compared to Si-CH3 structures. It is 

difficult, however, to maintain Si-CH2-Si bonding in porous structures. This suggests that a 

larger organic unit may be more inclined to incorporate into the underlying Si-O film framework, 

beneficially improving the mechanical strength while negligibly affecting the material’s 
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polarizability. If this unit could also be used to frustrate packing and promote porosity, the 

material performance might be improved still further.   

 Thus the hypothesis for potential replacements for SiCOH materials is to look for 

materials with the following characteristics [3, 7-8]: 

1. Nanoporosity (average pore sizes below 2 nm in diameter) 

2. Larger carbon-based moieties 

3. Structural motifs that frustrate packing, e.g., those facilitating jamming transitions. 

With this hypothesis in mind, I decided to test the influence of carbon-based ring structures on 

the polarizability of a SiCOH film. 

 

Polarizability of Ringed Structures 
 

In order to predict new low-k material possibilities, some groundwork was needed to 

quickly rule out (or in) whole “classes” of organic motifs based on their inherent polarizability 

contributions. To this end, I analyzed the polarizabilities of different classes of aromatic and 

hydrogenated carbon rings, as described in Figures 40 and 41. I started with “interconnected” 

polycyclic hydrocarbons, and then studied “linked” phenylenes. I then compared these 

polarizabilities to those of SiCOH motifs, focusing specifically on the overall rate of 

polarizability increase with the addition of equivalent numbers of atoms.  

 The results confirm that, as expected, the π-bonding characteristic of aromatic rings is 

highly polarizable. This contributes to a rate of polarizability increase much higher than that of 

SiCOH materials, as shown in Figure 42. In contrast, (non-aromatic) cyclohexanes exhibited 

lower polarizabilities and low rates of polarizability increase with increasing numbers of atoms, 

which suggests that these units are more promising candidates than their aromatic counterparts, 

as shown in Figure 42. I then incorporated these cyclohexane units into small Si-O based motifs, 
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to study their interactions with silicon and oxygen atoms. As shown in Figure 42, the rate of 

polarizability increase as a result of introducing ringed structures into the Si-O motifs is 

essentially identical to the influence of Si-CH3 motifs. I hypothesize that a material built upon 

such cyclic motifs could create porous space through frustrated packing, while –at the same 

time- maintaining reasonable mechanical stability through the inherent strength of the ring 

structures.  

 This hypothesis about the inherent porosity and mechanical integrity of cyclic organic 

materials led to the consideration of a new class of materials called “porous organic polymers” or 

“POPs.” These are similar in nature to covalent organic framework (COF) materials, except for 

the amorphous character of the POPs. Both POP and COF materials are composed of covalently 

bonded “linker” and “connector” fragments, which chemically react in solution to form ordered 

networks with inherent nanoscale porosities. [92] In order to get a sense of whether or not these 

materials may exhibit a reasonable polarizability, I investigated several structural motifs that are 

inherent to the make-up of both COF and common POP materials. Figure 43 shows the motifs 

tested based on common COF structures. These are based on boron-oxygen rings connected by 

aromatic rings. Figure 45 shows motifs tested based on common POP connectors and linkers. 

These are based on varying numbers of aromatic rings. 

 The results shown in Figure 44 and 46 indicate that, while those structures which are 

highly aromatic have high intrinsic polarizabilities, similar materials with lower aromatic 

character have polarizabilities which are comparable to those of SiCOH motifs. Combined with 

the additional benefit of having high porosities, it is likely that these materials will have 

favorable dielectric and mechanical properties for low-k interconnect applications. All organic 

materials are unfavorable for these applications because of their low etch-resistance, so it will 
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also be important to be able to incorporate stabilizing materials into these structures, like silicon 

or boron atoms. 
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Figure 40. The definition of “interconnect” aromatics, i.e., those moieties that are bonded to one 

another through multiple carbon atoms to create one flat sheet, and “linked” aromatics, i.e., those 

that are bonded only at one ring site, rather than multiple sites.



 

112 

 
Figure 41. Hydrogenated carbon ring structures (cyclohexanes) were linked through carbon-

carbon bonds, linking only at one carbon site per ring to create a branching chain of rings, rather 

than an interconnected, more rigid surface.
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Figure 42. Polarizability versus the number of atoms in motifs representing different ring-based 

organic structural moieties. Most motifs maintain a constant per-atom polarizability regardless of 

the number of atoms present in the motif.  Interconnected aromatics, however, (polycyclic 

hydrocarbons), actually increase their per-atom-polarizability as more rings are added. This 

suggests that additional aromatic rings further delocalize the electrons associated with the 

material. Linked aromatics do not show this behavior, although their polarizabilities do not 

compare favorably with SiCOH motifs. Cyclohexanes, which do not have the π-bonding feature 

of aromatics, have a much lower polarizability, even lower than traditional SiCOH materials. 

Such motifs could offer a more encouraging route for future low-k materials development.
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Figure 43. Boron-oxygen-based COF motifs tested to study intrinsic polarizabilities. Boron 

shown in pink, carbon in gray, hydrogen in white, and oxygen in red. Beginning with the boron-

oxygen ring shown in the upper left, aromatic rings were added to study the interaction between 

the aromatics and the boron-oxygen ring. A complex four-ringed aromatic connector molecule 

was then analyzed both separately and in conjunction with boron atoms and a boron-oxygen ring.
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Figure 44. Polarizabilities of boron-oxygen based motifs in comparison with phenylenes, 

SiCOH motifs, and cyclohexanes. Motifs based only on boron-oxygen rings compare favorably 

to SiCOH motifs, as shown in blue on the far left. As the aromatic character of the motifs 

increases the motifs approach the polarizabilities of phenylenes. When the aromatic character 

becomes very high, as shown on the far right, the per-atom polarizability far exceeds that of the 

phenylenes. This suggests that boron-oxygen based motifs would be favorable if the aromatic 

character of the compound could be kept to a minimum. 
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Figure 45. Common POP connectors and linkers. The connectors have four connection points 

(one on each of the outer aromatic rings), while the linkers have two connection points (on either 

side of the triple bonds). Carbon atoms are shown in gray, hydrogen atoms in white, and oxygen 

atoms in red.
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Figure 46. Polarizabilities of common POP connectors and linkers as compared to the per-atom 

polarizabilities of phenylenes, SiCOH motifs, and cyclohexanes. The POP motifs do not display 

the linear trend exhibited by the other motifs; this is likely to be due to the very similar 

compositions of the different motifs. The linker molecules are also very asymmetrical in nature 

which may skew their polarizability values. Clearly, the aromatic nature of the molecules places 

them in line with the polarizabilities of phenylenes. If the frameworks are highly porous, 

however, it is possible for the overall dielectric constant to still achieve a low value.
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Simulations of a Prototype POP Molecule 

 The study of POP materials began with the simple test case of a POP based on one 

molecule acting as both the “connector” and the “linker”. This molecule, shown in Figure 47, has 

been termed the “triforce” molecule because of its three-fold symmetry around the central ring. It 

can exist in both a fully aromatic form pictured on the left-hand side of Figure 47, and a 

hydrogenated form pictured on the right-hand side of Figure 47.  

 The polarizability of this molecule in its aromatic form is relatively high and generally 

unfavorable, as shown in Figure 48; however, its hydrogenated form compares favorably with 

SiCOH motifs. This, combined with its anticipated high intrinsic porosity, should make its 

dielectric properties very favorable for ULK applications. 

 I simulated the molecule by randomly rotating and translating it throughout a simulation 

box, and then annealing the material at low temperatures (100°C) in an NVT molecular 

dynamics simulation. I initially attempted to use the OPLS force field for this study, but found 

that the dihedral terms produced an unstable representation of the molecule. Instead, I used the 

REAX force field to simulate the molecule and found that it maintained the molecule shape both 

in isolation and in the presence of other triforce molecules. This force field also promotes more 

stable bonding between the triforce molecules. 

 Figure 49 shows the initial set-up of randomly distributed molecules as well as the post-

annealed network that forms. While this network does not appear to have any large pores (>1 nm 

in diameter), upon closer inspection, it does appear to have a high number of very small pores, as 

shown in the pore size distribution in Figure 50. I estimated the overall porosity of this structure, 

using the previously described algorithm (Chapter 1), to be around 20%. Further, I used the 

calculation of the polarizability of the triforce molecule (Figure 48) with the Clausius-Mossotti 



 

119 

equation (Equation 1), to obtain an estimate for the dielectric constant of this network. Despite 

the lack of large pores, I found the estimate of the k to be 1.8, which is below the desired goal of 

2.0. This promising result suggests that the consistent distribution of small pores throughout the 

material may be the best route to identifying a material with strong mechanical stability and a 

low dielectric constant.
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Figure 47. A test case small molecule candidate that could be used to make a porous organic 

polymer. The molecule has been called the “triforce” molecule because of its three-fold 

symmetry around the central aromatic ring. The form on the left hand side is fully aromatic and 

has an unfavorably high polarizability; however, it can be hydrogenated to make the molecule on 

the right which has a much more favorable polarizability. 
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Figure 48. Polarizability of the triforce molecule as compared to SiCOH motifs, phenylenes, and 

cyclohexanes. The aromatic form of the molecule is the form of the molecule corresponding to 

about 140 atoms. This molecule has polarizabilities similar to phenylenes, and has a higher 

polarizability than SiCOH motifs. The hydrogenated form of the molecule on the right, 

corresponding to a motif containing about 180 atoms, compares favorably with traditional 

SiCOH motifs, although it does not approach the low polarizabilities of the cyclohexanes.
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Figure 49. The left hand image shows the randomly distributed triforce molecules prior to 

simulated annealing. The image on the right shows the result after relaxation. Carbon atoms are 

shown in blue, and hydrogen atoms in white. While there are no obvious large pores present in 

the film, the regular distribution of small pores create favorable dielectric properties. 
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Figure 50. Pores size distribution of the relaxed network of triforce molecules. While there are 

no large pores present in the film, the large number of small pores is sufficient to create a low 

overall dielectric constant.
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Creation of a POP Structure Generation Code 

 In order to study these amorphous POP materials further, I expanded upon the existing 

structure generation algorithm to allow for the development of atomic-scale models of the 

structure of POP materials. As described previously, the existing structure generation algorithm 

is based on systems composed of ‘four-connecting’ silicon atoms and ‘two-connecting’ oxygen 

atoms. As shown in Figure 45, the most common linkers and connectors currently used to make 

POP materials are also based on four-connecting and two-connecting motifs. The goal of the new 

code was, therefore, to expand the point-based silicon and oxygen connections into center-points 

which would define the locations of the POP motifs. This is by no means the only, or perhaps 

even “the best” way to simulate POP materials. An alternative would be to course-grain the 

connectors and linkers and let them settle naturally in simulation before attempting to cross-link 

them together, as has been described in literature. [93] I was interested, however, in whether or 

not the previously developed algorithm could be expanded to encompass new areas.  

 There were a number of challenges associated with modifying the existing code. The 

original SiCOH structure generation code outlines a grid based on points which are connected 

four other points. The distances between these points are approximately 3Å, or two Si-O bonds 

apart. The new code needs to fit whatever motifs are being substituted into those points, so the 

spacing now needs to be the size of one full ‘four-connector’ motif plus one full ‘two-connector’ 

motif. The code, therefore, needs to be able to read in xyz data describing the motifs being 

substituted, and resize the grid accordingly. I begin by generating a starting grid of four-

coordinated points, and then read in the xyz coordinate data for the connector and linker 

molecules being used for the given system set-up. The grid is then resized based on the 
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dimensions of these molecules, so that each molecule will have enough space to lie on its 

assigned grid-point, without overlapping a neighboring molecule. 

 When the “four-connecting” connector molecules are placed at each point in the system 

grid, they need to be randomly rotated before being translated in place, to avoid creating a more 

crystalline structure. The more difficult rotation that needs to be performed is associated with the 

placement of the “two-connecting” linker molecules. Because the linker molecules, as shown 

previously in Figure 45, are two-connecting, they are linear in orientation. They therefore need to 

be rotated so that their central axis aligns with the axis of the two connector molecules they are 

meant to be linking. For example, if the linker is initially lying along the x-axis, and it needs to 

link a pair of connectors lying along the z-axis, it needs to be rotated appropriately. Therefore, 

before the linkers are introduced between neighboring connector molecules, a list of each 

connector’s orientation to its neighbors needs to be generated, and all linker molecules need to be 

appropriately rotated. This is shown schematically in Figure 51. An example of a resulting 

starting configuration is shown in Figure 52. 

 The promising study of the triforce molecule described previously suggests that these 

materials should have a large number of pores and promising dielectric properties. Future efforts 

will focus on Molecular Dynamics simulations of these materials. I attempted to model these 

materials using the REAX force field, as was successfully done in the case of the triforce 

molecules. However, because the force field is less adept at bond-forming, as compared to bond-

breaking, the simulations ultimately resulted in an unstructured final state. A more traditional 

force field, like OPLS, is likely to be more suitable to describe these materials. 
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Figure 51. Schematic representation of POP code rotations. First, each four-connector is 

randomly rotated around its central point before being translated into place on the grid. The four 

molecules shown in each corner above are all identical, but are rotated differently. The linker 

molecules are linear in orientation and need to be rotated to align with the appropriate connector 

molecules. In the example above, the linker molecule is originally placed so that its connecting 

ends are parallel to the two connectors that it is meant to link together. Therefore, it needs to be 

rotated 90°, as shown on the right hand side of the schematic. 
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Figure 52. Sample starting layout of a POP material. The connectors and linkers are all laid out 

on a grid initially and the individual molecules are clearly visible throughout. Carbon atoms are 

shown in blue, hydrogen atoms in black, and oxygen atoms in red. 
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Conclusions 

 Overall, the studies of the polarizabilities of ringed structures suggest that aromatic 

compounds have higher polarizabilities than SiCOH motifs, and would therefore be unlikely to 

have favorable dielectric properties. It is possible, however to find a balance between aromatic 

character, hydrogenated cycloalkane structures, and high porosity, to reach favorable dielectric 

estimates. Both COF and POP motifs were shown to have polarizabilities that, while slightly 

higher than SiCOH motifs, are not so high as to be unusable as a viable alternative to SiCOH.  

 The simulation of a POP material based on “triforce” molecules indicated that the large 

number of small pores spread throughout the material created a favorable dielectric environment. 

I estimate that such a structure would have a dielectric constant below the desired threshold of 

2.0. I also modified the original structure generation algorithm for SiCOH materials, to make it 

more agile and capable of laying out a POP framework. Future efforts will focus on creating 

working simulations of these materials to better understand their behavior and properties. 
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CHAPTER 6 

CONCLUSIONS AND FUTURE WORK 

 

 Overall, this study has been successful in providing understanding of structure-property 

relationships in ULK materials. This model of SiCOH materials is the first computational study 

to simultaneously investigate the links between the underlying framework of the SiCOH 

material, the system porosity and pore size distribution, the dielectric constant, and the material’s 

mechanical integrity. I showed that while porosity is the largest driving force behind obtaining a 

low dielectric constant, the amount of cross-linking throughout the film is the biggest 

contribution to the mechanical stability of the material.  

 I also simulated rapid thermal annealing of the material and observed the changes in 

system structure, porosity, dielectric constant, and elastic moduli induced by this thermal 

annealing. The use of the REAX force field to study structural and compositional changes in the 

film was very successful, and agreed well with complimentary laser annealing experiments. I 

identified a potential processing window between 700-900°C, where the unstable organic 

fragments of the film have left the material, but the Si-O networking has yet to dramatically 

increase. I found that the porosity and dielectric constant are both indeed stable to 900°C. At 

higher temperatures the film begins to densify and the dielectric constant increases as a result. 

The mechanical properties, however, are not shown to improve until after the system has passed 

through Tg (1100°C).  

 Using the intuition I had garnered during the study of SiCOH materials, I also 

endeavored to identify potential new classes of low-k materials. I learned from the development 

of a SiCOH model, that porosity drives favorable dielectric properties, while cross-linking drives 
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strong mechanical properties. I therefore looked at materials with frustrated packing and large 

functional groups that would be intrinsically porous but highly networked. I focused particularly 

on organic ring structures, due to their bulky size but high stability. Studying the polarizabilities 

of these structures suggested that aromatic compounds may be too highly polarizable, but with 

hydrogenation can have reasonable dielectric properties. POP materials were identified as being 

a potential class of new low-k materials, and it was shown that the regular number of small pores 

present in these polymers creates a favorable dielectric environment. 

 Going forward, stable simulations of these POP materials will give more insight into their 

structural stability and porous nature. These materials may have potential not only as future low-

k materials, but also as materials used to detect explosives. [94] After successfully simulating a 

POP structure, proceeding to simulate the interaction of suitably functionalized molecules could 

allow it to sense explosive materials (like TNT) using the POP structure as a highly sensitive 

sensor, may help advance this field as well.  

 In order to be useful as a low-k material, the all-organic nature of the POP materials will 

need to be modified, as organic materials are generally degraded during the electronic device 

manufacturing process. Simulating and studying ways of incorporating silicon content into the 

polymer, for example, may be key to transitioning POP materials from the point of having 

intriguing properties, to being a strong low-k candidate material. 
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