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This dissertation describes measurements of electron transport through single

molecules in mechanically controllable break junctions.

In the first two experiments, we study molecules in the Kondo regime at

low temperature. We vary the electrode spacing to tune the spin- 1
2 Kondo effect

in a C60 molecule as well as its lowest-energy vibrational mode. In the second

experiment, we achieve spin control in an organometallic cobalt complex by

stretching the molecule, thereby breaking its symmetries.

We also describe the fabrication of ferromagnetic-electrode devices for the

study of spin-dependent transport through individual molecules and nanoparti-

cles. Finally, we present the development of an instrument for the measurement

of single-molecule conductances at room temperature by repeatedly forming

and breaking contact between two gold surfaces in a molecular environment.
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CHAPTER 1

OVERVIEW OF THIS THESIS

Single molecules represent the ultimate limit in the miniaturization of an ac-

tive device element. But because of a molecule’s small size (∼ 1 nm), fabricating

electrical devices based on individual molecules to measure their conductance

and to control their properties has been a very difficult task. This dissertation de-

scribes progress that has been made on these fronts in measurements of electron

transport through single molecules in mechanically controllable break junctions.

Chapter 2 provides an introduction to the Kondo effect and to the primary

experimental tool that we use in this thesis. In chapter 3, we vary the electrode

spacing to tune the spin- 1
2 Kondo effect in a C60 molecule and observe good agree-

ment with predictions such as universal scaling. We are also able to observe and

tune features arising from the lowest-energy vibrational mode of C60. Chapter

4 describes an experiment in which we achieve spin control in an organometal-

lic cobalt complex by stretching the molecule, thereby breaking its symmetries.

Chapter 5 describes the fabrication of ferromagnetic-electrode devices for the

study of spin-dependent transport through individual molecules and nanopar-

ticles. It also covers some of the experiments that were pursued. Finally, we

present in chapter 6 the development of an instrument for the measurement of

single-molecule conductances at room temperature. This is achieved by repeat-

edly forming and breaking contact between two gold surfaces in a molecular

environment, and we present a few preliminary results.
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CHAPTER 2

INTRODUCTION TO THE KONDO EXPERIMENTS

In this chapter, we provide background for the discussion of the single-

molecule Kondo experiments. We begin with an experimentalist’s introduction

to the Kondo effect, with emphasis on concepts and phenomena. We then

introduce our primary experimental tool: the mechanically controllable break

junction.

2.1 Background

The Kondo effect is one of the most intensely studied phenomena in condensed

matter physics. It concerns the behavior of a magnetic impurity embedded

within a metallic host. As the temperature is lowered, the effective behavior of

the impurity can transition from magnetic to non-magnetic, owing to a many-

body interaction with the conduction electrons.

The origin of the Kondo effect goes back to the observation of peculiar be-

havior in the resistivity of normal metals during the 1930’s. As a metal is cooled

to the lowest temperatures and the electron-phonon scattering mechanisms are

frozen, one might expect to enter a regime in which the only contribution to the

resistance is impurity scattering, and thus the metal’s resistivity should saturate

to a finite value. However, it was noticed that a local minimum (rather than a

saturation) in the resistivity can occur. This remained a mystery for 30 years

until a basic theoretical understanding in 1964, when Jun Kondo associated the

resistance minimum with the presence of magnetic impurities, and showed that

the behavior occurs due to the screening of a local moment by the conduction
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electrons in the host metal [1]. A many-body spin-singlet state is formed be-

cause the spins of the conduction electrons interact antiferromagnetically with

the spin of an impurity, which leads to the formation of a virtual bound state at

the Fermi energy of strength ∼ kBTK. At temperatures below this characteristic

energy scale, a magnetic impurity in the metal promotes spin-flip scattering,

which results in a rise, and hence a local minimum, in the resistivity of the metal

host. The form of the Hamiltonian that Kondo used in his model was

H =
∑

kσ

εkσc†kσckσ + J s(0) · S, (2.1)

where εk gives the dispersion relation of the normal metal and c†kσ (ckσ) are the

creation (annihilation) operators for a conduction electron with wavevector k and

spin σ. In the second term, the exchange coupling is antiferromagnetic J > 0,

s(0) represents the spin of the conduction electron at the site of the impurity, and

S is the spin of the impurity. This is known as the Kondo or the s-d exchange

Hamiltonian, and we will revisit this in the next section.

Another∼30 years after this milestone, the Kondo effect experienced a renais-

sance due to developments in nanofabrication techniques that enabled electron

transport measurements through tunable quantum dots. These are entities that

have a discrete energy spectrum owing to quantum size effects, realized in gate-

defined semiconductors, carbon nanotubes, and in molecules. In such quantum-

dot devices, the controllability is such that the Kondo effect can be studied at the

level of a single localized impurity – provided by an unpaired electron on the

quantum dot – interacting with the spin of the conduction electrons.

By now, the original Kondo problem is very well-understood and is covered

in great detail in a graduate-level course, e.g. that of Piet Brouwer. I cannot

possibly do justice to 75 years in the development of the Kondo effect, so my
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goal for this chapter is to distill the main concepts and to provide background

for the next two chapters. For additional enrichment, there exists a standard

reference by Hewson [2], nice coverage in a book on many-body transport [3],

and a review article by Pustilnik and Glazman that provides treatment beyond

the spin- 1
2 picture [4]. If the reader is new to the Kondo effect, then I would

recommend the review by Kouwenhoven and Glazman [5].

One final note before embarking on our discussion. We will be focusing on

a Kondo effect originating from a spin impurity. However, a magnetic Kondo

effect is not the only possibility, as the key ingredient for the realization of a

Kondo effect is a local degeneracy. This can be manifest in several different ways:

Kondo signals arising from two-level tunneling systems [6], the degeneracy of

orbital quantum states [7], and possibly even degenerate charge states [8].

2.2 The Anderson model and the origin of J > 0

We first begin by discussing the Anderson model [9], which was introduced in

1961 by Phil Anderson as a simple microscopic description of a transition metal

impurity in a normal metal. This will be useful in our later discussion of quantum

dots, as many quantum-dot devices are well-described by the Anderson model.

The goal of this section is to 1) establish parameter regimes in which there exists

a local magnetic moment (for the observation of the Kondo effect) and 2) to show

the microscopic origin of the antiferromagnetic interaction between the spin of

the localized impurity and the spin of the conduction electrons. In the process,

we will relate the Anderson model back to the Kondo model (Eq. (2.1)).

The Anderson Hamiltonian includes the Fermi sea of conduction electrons
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Figure 2.1: Schematic of the Anderson model, showing a localized impurity site
that is coupled to the Fermi sea of conduction electrons. The situation
in which the impurity site is singly occupied is of greatest interest
(see text).

in the metal (the extended s-orbital states) and a localized impurity level (tradi-

tionally, a d-orbital state) of energy εd:

H =
∑

kσ

εkσc†kσckσ + εd

∑

σ

d†σdσ + Und↓nd↑ +
∑

kσ

(
tkc†kσdσ + t∗kd

†
σckσ

)
. (2.2)

There is also a Coulomb interaction term of energy U when the impurity level is

doubly occupied. Finally, there exists a hybridization term with matrix elements

tk, which allows an electron to hop on and off the impurity site from and to

the Fermi sea. The energy scale associated with this hybridization is Γ(ε) =

2π
∑

k |tk|2ρ(εk), as given by Fermi’s golden rule. A schematic of the Anderson

model is shown in Fig. 2.1.

The model allows for possible occupation of the impurity site by either 0, 1,

or 2 electrons, with chemical potentials 0, εd, and εd + U, respectively. We are

interested in the parameter regime in which there exists a local moment, which

can only occur when the impurity level is singly occupied, as a second electron

has to fill the level with an opposite spin according to Pauli’s exclusion principle.
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Therefore, the existence of a local magnetic moment requires three conditions:

1. εd < εF: the impurity level is below the Fermi level, as to ensure occupation.

2. εd + U > εF: the doubly occupied level is above the Fermi level, as to

exclude double occupation.

3. Γ < εF − εd and εd + U − εF: the width of the impurity level, Γ, a measure

of the lifetime broadening due to hybridization of the level with the Fermi

sea, is smaller than the energy difference between the Fermi level and both

the singly and doubly occupied levels.

While the above parameters ensure a ground state of single occupancy, we

can consider virtual (i.e. second-order) excitations to an impurity state with 0 or

2 electrons. From second-order perturbation theory, we know that the energy

correction terms will go as ∼ |tk|2/(εF−εd) for excitations to the unoccupied state,

and ∼ |tk|2/(εd + U− εF) for excitations to a doubly-occupied state. We also know

two other things: 1) the excitations must involve a conduction electron of spin

opposite to that of the impurity (Pauli exclusion principle), and 2) from quantum

mechanics, second-order perturbative energy corrections are always negative.

Therefore, if we capture the above with an effective Hamiltonian, treating the

perturbation term as a Heisenberg-like exchange, we have

Heff =
∑

kσ

εkσc†kσckσ +
∑

kk′;σσ′
Jkk′S · (c†kσσσσ′ck′σ′). (2.3)

The coupling Jkk′ must be positive, since the perturbation term is derived from ex-

citations of opposite spins, and because the overall sign of the term is negative.

Thus the interaction between the local moment and the conduction electrons

must be antiferromagnetic. Schrieffer and Wolff [10] arrived at the above con-

clusion more rigorously, by performing a canonical transformation to show that
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the Kondo model is a special case of the Anderson model, and found that the

coupling constant is

Jkk′ ' 2
(

t∗k′tk

εF − εd
+

t∗k′tk

εd + U − εF

)
> 0. (2.4)

If we set the spin of the conduction electrons at the impurity site as s(0) =

1
2

∑
kk′;σσ′ c†kσσσσ′ck′σ′ and note that tk does not depend on k for the localized impu-

rity, such that we can set J = 2Jkk′ , then Eq. (2.3) becomes identical to the Kondo

Hamiltonian (Eq. (2.1)).

2.2.1 Emergence of a resonance at the Fermi energy

What is a consequence of the antiferromagnetic interaction between the spin of

the impurity and the spin of the conduction electrons? When you calculate the

electron scattering rate, a remarkable thing is observed: the impurity causes a

dramatic enhancement of the scattering rate, but only nearby the Fermi energy

[2], an energy scale that is not at all intrinsic to the impurity. Similar effects are

observed in the T-matrix as well as in the energy-dependent scattering phase

shifts, from which an enhancement in the density of states at EF can be explicitly

calculated. The width of this resonance is ∼ kBTK, the energy scale with which

we had associated the virtual bound state formed between a conduction electron

and the impurity.

The resonant level, pinned at the Fermi energy, emerges for T . TK as a

result of the conduction electrons (with energies within ∼ kBTK) collectively

contributing to the screening of the local moment. For a spin- 1
2 impurity, the

resonant level is occupied, on average, by just a single conduction electron,

which compensates the spin on the impurity and forms a spin-singlet state.
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2.3 Effective dot Hamiltonian and the Glazman rotation

In this section, we begin to address the issue of how to describe the physics of a

quantum dot attached to two metallic leads, particularly focusing on its relation

to the Anderson model that was studied in Sec. 2.2. An adequate description

should include the energy levels of the dot, a Coulomb repulsion term, the

energy dispersion of the leads, and a tunneling term. We then arrive at an

Anderson-like Hamiltonian:

H =
∑

νσ

εdνd†νσdνσ + U
∑

ν

nν↑nν↓ +
∑

α∈L,R; kσ

εαkσc†αkσcαkσ +
∑

α∈L,R; kσ

(
tαc†αkσdνσ + t∗αd†νσcαkσ

)

(2.5)

We have generalized the dot to have a spectrum of energy levels εdν indexed by

ν, a point that we will return to later, but for these calculations, we will assume a

single-level dot. In contrast to the Anderson model, there are now two reservoirs

with which the quantum dot can hybridize, indexed by α ∈ L,R. The question

then arises as to whether this modification complicates the physics of the system.

It turns out that the answer is largely no.

To see this, we can perform a unitary transformation of the fermion operators.

Glazman and Raikh [11] used the following rotation in L-R space


akσ

bkσ

 =
1√ |tL|2 + |tR|2


t∗L t∗R

−tR tL




cL; kσ

cR; kσ

 , (2.6)

which transforms the left and right reservoirs to two species of fermions whose

wavefunctions are either even (akσ) or odd (bkσ) with respect to the center of the

dot. In applying this transformation to Eq. (2.5), we observe a remarkable thing:
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the hybridization or tunneling term includes only the even fermion species

H = Hdot +
∑

kσ

εkσa†kσakσ +
∑

kσ

εkσb†kσbkσ +
√
|tL|2 + |tR|2

∑

kσ

(
a†kσdnσ + d†nσakσ

)
.

(2.7)

The above transformation of Eq. (2.5) describes a non-interacting, independent

electron reservoir consisting of the odd combination of lead electrons, and an

Anderson model with a single electron reservoir consisting only of the even

combination of lead electrons. Thus, the physics is as if the dot is attached to

one electrode. This is why two-channel Kondo physics [12] is not observed in

such geometries.

Before continuing, I would like to add two short remarks. First, we have not

yet addressed the issue of having multiple energy levels on the quantum dot.

When there are many electrons on the dot, interaction effects may come into play.

With a constant electrostatic interaction, as we have thus far considered, the spin

S on the dot alternates between S = 0 and S = 1
2 as electrons are successively

added. However, including a Hund’s rule, intradot exchange coupling favors

parallel alignment of spins on the dot such that an S ≥ 1 state is possible. This

could lead to higher-spin Kondo effects, as we will address in Sec. 2.4.5 and in

Chapter 4. The second comment is that the notion of independent fermionic

species of which only one couples to the dot, thereby providing one channel for

the screening of a localized spin, is not strictly true, because the coupling to the

odd species J2 can be non-zero in a multilevel quantum dot, and we will discuss

this later as well.

In the next section, we summarize the most salient signatures for the Kondo

effect in quantum dots.
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2.4 The Kondo effect in quantum dots

The Kondo effect in quantum dots was first observed in a lithographically de-

fined, semiconductor quantum dot by Goldhaber-Gordon et al. [13] in 1998 and

soon thereafter by Cronenwett et al. [14], kicking off a frenzy of experimental

and theoretical studies. The typical Kondo temperatures in these experiments

were TK ∼ 100 mK, so that the effect was seen only at the lowest experimen-

tally accessible temperatures. In 2000, with the first observation of the Kondo

effect in carbon nanotube quantum dots [15], TK went up an order of magni-

tude to ∼ 1 K, and two years later, that figure was pushed up another order of

magnitude to 10’s of K in single molecules [16, 17]. Investigations of magnetic

atoms on metal surfaces using a scanning tunneling microscope also showed the

Kondo effect [18, 19]. These signatures were later observed for single molecules

as well [20].

Conditions for the observation of the Kondo effect

Let us begin by discussing the conditions necessary to observe a Kondo effect.

First, a key ingredient for the Kondo effect is a localized impurity, which in a

quantum dot is realized by an unpaired spin. For dots described by the constant

interaction model in which the spin filling alternates between S = 0 and 1
2 , an

odd-even behavior – alternating between a Kondo effect and no Kondo effect

as successive electrons are added – has been observed. Most generally, a local

moment with an accessible doublet is sufficient.

Second, since the Kondo resonance is formed for T . TK, the Kondo tem-

perature needs to be experimentally accessible. To achieve this, there are two
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requirements: 1) the dot needs to be well-coupled to the electrodes, and 2) the

dot needs to be small. As we discussed in the previous section, the strength of

antiferromagnetic coupling between the spin of an impurity and the spin of the

conduction electrons is dependent on the tunneling matrix elements, so that a

larger Γ will aid in the formation of the Kondo effect. Specifically, the Kondo

temperature based on scaling studies [21] is given by

TK =

√
ΓU
2

eπε0(ε0+U)/ΓU, (2.8)

where ε0 is the energy of the localized spin relative to the Fermi level, i.e. a

negative quantity. Note that TK is exponentially dependent on Γ and U, so that

in addition to increasing Γ, increasing the Coulomb energy U by decreasing the

size of the dot will yield a larger TK. Fabricating a sufficiently small quantum

dot was a major challenge towards the first observation of the Kondo effect. It is

also a major reason why Kondo temperatures that are ∼ 2 orders of magnitude

larger than those of lithographically defined quantum dots have been observed

in molecules.

If maximizing TK enables observation of the Kondo effect over a wider range

of temperatures, one might then ask why Γ is not arbitrarily increased, either to

enhance the effects of or to offset any disadvantages in dot size. The first answer

is that this parameter is generally not tunable for nanotubes and molecules

– this thesis presents the first work in the tuning of Γ in a C60 molecule. In

semiconductor quantum dots, in which dot-lead couplings are tunable using

electrostatic gates, increasing Γ presents two problems: 1) doing so leads to an

effectively larger dot, which decreases both U as well as ∆E, the level spacing,

and this interferes with 2) the conditions for the survival of a local moment that

we proposed in the last section, i.e. Γ < −ε0 and ε0 + U, for the resolution of the

Kondo resonance. Typically, Γ cannot exceed the level spacing ∆E.
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2.4.1 Experimental signatures

Now that we understand how to create conditions that are ripe for the observa-

tion of the Kondo effect, let us discuss what might be measured in an experiment.

Enhancement of conductance at zero-bias: Peak in dI/dV

As we discussed, a hallmark of the Kondo effect is a resonance of width ∼ kBTK

in the density of the states pinned to the Fermi energy. A schematic is depicted

in Fig. 2.2a. The local density of states can be probed by measuring dI/dV as a

function of bias voltage, which shifts the chemical potentials of both the left and

right leads. Figure 2.2b, taken from Ref. [22], shows dI/dV traces demonstrating

a clear zero-bias Kondo peak. In principle, the Kondo temperature can be

extracted by setting the full-width at half-maximum of the Kondo peak to 2kBTK/e

at the lowest temperature, assuming T << TK [15,18,22]. Because of decoherence

that can be introduced by a bias voltage [23], a more accurate way to determine TK

might be through temperature-dependent measurements of linear conductance.

Characteristic temperature dependence of the linear conductance

We see in Fig. 2.2b that the Kondo resonance is suppressed as a function of

temperature. There is a characteristic temperature dependence for the linear

conductance in a spin- 1
2 Kondo system that we will discuss further in Sec. 2.4.4.

We can see an example of the unique temperature dependence in Fig. 2.2c, which

depicts linear conductance traces versus electron occupancy (gate voltage) at dif-

ferent temperatures for a GaAs quantum dot. The temperature dependence of

the conductance is different for an odd number of electrons (N + 1,N + 3) on
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Figure 2.2: a) Schematic of the density of states in a Kondo-correlated quantum
dot. There exists an additional resonance at the Fermi energy of
width ∼ kBTK. b) Differential conductance curves from [22], showing
a zero-bias peak in dI/dV that is suppressed with temperature. c)
Linear conductance at different temperatures as a function of electron
occupation, from [5]. The Kondo effect is observed for odd-electron
occupation, when there is an unpaired spin on the dot. d) Magnetic
field splitting of the Kondo resonance in a C60 device.
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the quantum dot, where there exists an unpaired spin and hence a Kondo effect,

than for even occupancy (N,N + 2,N + 4). For the odd “valleys,” conductance is

maximized at low temperature and is suppressed with increasing temperature,

whereas in even valleys, the behavior is the opposite. Recall that the Kondo sin-

glet is formed for T . TK. The behavior in Fig. 2.2c for odd-electron occupation

is consistent with the formation of a Kondo resonance at the Fermi energy at low

temperature.

Splitting of the Kondo resonance in a magnetic field by 2gµBB

A third signature of the Kondo effect in quantum dots is its response to an applied

magnetic field. The field will alter the spin-degenerate states of the quantum dot

by the Zeeman splitting, and the Kondo peak is shifted from zero-bias to finite

bias V = ±gµBB, thus producing a splitting at twice the Zeeman energy [23].

Figure 2.2d shows an example of this for a C60 device that we measured. The

corresponding g-factor extracted from the peak positions is g = 2.3 ± 0.4.

In the following sections, we describe each of the aforementioned points in

greater detail.

2.4.2 Linear response conductance

We briefly summarize the calculation of the zero-temperature Kondo conduc-

tance of a quantum dot, and arrive at the result in two ways. Within the device

geometry that we use to study the Kondo effect in this thesis, a primary ex-

perimental knob is the interelectrode spacing, which we vary to modify the

14



molecule-electrode coupling. The following results help us to understand how

the asymmetry in the strength of coupling of the molecule to the two electrodes

affects the Kondo conductance.

Kubo formula

An often used starting point for the calculation of linear response conductance

is the Kubo Formula [4]

G = lim
ω→0

1
~ω

∫ ∞

0
dteiωt

〈
[Î(t), Î(0)]

〉
, (2.9)

where
〈
[Î(t), Î(0)]

〉
is the current-current correlator, Î is the current operator

Î =
d
dt

e
2

(N̂R − N̂L), (2.10)

and N̂α =
∑

kσ c†αkσcαkσ is the total electron number operator. For Anderson-like

Hamiltonians, as was used in our description of a quantum dot in Eq. (2.5), the

evaluation of the Kubo formula results in the following [4]

G =
e2

h

∑

σ

∫
dE

ΓLΓR

ΓL + ΓR
Aσ(E)

(
−∂ f
∂E

)
, (2.11)

where Aσ(E) is the spectral function and f is the Fermi distribution function.

The above result necessitates a few remarks. First, it connects the conductance

of a quantum dot to its spectral function, a quantity that is directly related to the

local density of states by Aσ(E) = 2πρσ(E). For T = 0, the term − ∂ f
∂E is a sharply-

peaked delta function δ(E − EF), and thus the linear conductance through a dot

will probe the local density of states at the Fermi energy. In the Kondo effect,

recall that there is a resonance at EF owing to a virtual bound state, which leads

to an increase in the dot conductance. This behavior is in contrast to that of the

bulk resistivity in metals, where a Kondo resonance contributes to scattering,

and hence, an increase in the resistivity.
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Let us go ahead and compute the zero-bias Kondo conductance. The virtual

bound state formed between the localized spin on the dot and the spin of the

conduction electrons results in a resonance of Lorentzian form: (this can be

computed from scattering phase shifts, see e.g. [2])

ρ(E) =
1
π

Γ/2
(E − EF)2 + (Γ/2)2 , (2.12)

where Γ = ΓL + ΓR. Inputting the above into Eq. (2.11), we have:

G =
e2

h

∑

σ

∫
dE

ΓLΓR

ΓL + ΓR

Γ

(E − EF)2 + (Γ/2)2 δ(E − EF)

=
2e2

h
4ΓLΓR

(ΓL + ΓR)2 . (2.13)

The result shows us that for a Kondo-correlated dot, the linear conductance is

dependent on the dot-lead coupling asymmetry. It reaches the unitary limit 2e2

h

for perfectly symmetric coupling ΓL = ΓR. We will discuss what happens to the

zero-bias conductance at finite temperatures in Sec. 2.4.4.

We note that Eq. (2.11) can be generalized to finite bias, as shown by Meir

and Wingreen [24], and the current can be calculated according to the form

I =
e
h

∑

σ

∫
dE

ΓLΓR

ΓL + ΓR
Aσ(E)

[
f (E − µL) − f (E − µR)

]
. (2.14)

Landauer formalism

We can also treat the Kondo conductance as a transmission problem, within

the framework of the Landauer formalism. There, the electrons incident on the

dot experience potential scattering, so the S-matrix, which relates the outgoing

amplitudes in terms of the incoming amplitudes, will reflect the associated phase
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shifts. This is diagonal in the Glazman-rotated basis

Sσ =


e2iδ1,σ 0

0 e2iδ2,σ

 . (2.15)

Since we are interested in the quantity SRL (i.e., transmission from the left to right

electrodes), we do a unitary transformation S = U†SU to rotate the scattering

matrix back to the L-R basis using Eq. (2.6):

Sσ =
1

|tL|2 + |tR|2


e2iδ1,σ |tL|2 + e2iδ2,σ |tR|2 (e2iδ1,σ − e2iδ2,σ)tLt∗R

(e2iδ1,σ − e2iδ2,σ)t∗LtR e2iδ2,σ |tL|2 + e2iδ1,σ |tR|2

 (2.16)

Fisher and Lee [25] showed that conductance in the Landauer formalism is

G =
e2

h

∑

σ

Tr(t†t) (2.17)

from which we can directly calculate the Kondo conductance using Eq. (2.16).

Noting that t = S21 = SRL, we have

G =
e2

h

∑

σ

|SRL,σ|2 =
2e2

h
4 |tL|2|tR|2

(|tL|2 + |tR|2)2 sin2(δK), (2.18)

where we have defined the phase shift δK ≡ δ1, noting that δ2 = 0 since the

odd fermionic specie decouples. We can calculate this phase shift by using the

Friedel sum rule, which is essentially a charge conservation condition

∑

σ

∆nσ =
∑

σ

1
π
δK,σ. (2.19)

For the Kondo effect, we will have on the left-hand side ∆n↓ + ∆n↑ = 1, as one

conduction electron leaves to participate in the screening of a local moment. On

the right-hand side, we have 1
π (δK,↓ + δK,↑) = 2

πδK, giving us a Kondo phase shift

of δK = π/2. By making the substitution Γα = 2π|tα|2ρ(EF) into Eq. (2.18) we again

obtain

G =
2e2

h
4 ΓLΓR

(ΓL + ΓR)2 (2.20)
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Figure 2.3: a) The density of states in the presence of a magnetic field. The
localized level undergoes Zeeman splitting ±gµBB/2, as does the
Kondo resonance. b) A finite bias V = ±gµBB can compensate the
Zeeman splitting and restore a peak in dI/dV, leading to a splitting
of the Kondo peak at twice the Zeeman energy.

2.4.3 Effect of a magnetic field

A magnetic field alters the Kondo effect by splitting the localized level by the

Zeeman splitting, i.e. ε0±gµBB/2. This in turn also splits the Kondo resonance at

the Fermi energy into two peaks with an energy difference of gµBB (see Fig. 2.3a).

Since the density of states at the Fermi energy is suppressed by a magnetic field,

the linear conductance is suppressed, as we observed in Fig. 2.2d. However, the

application of a bias restores peaks in the dI/dV at V = ±gµBB (Fig. 2.3b), albeit

suppressed due to a dissipative lifetime τσ from non-equilibrium effects, which

has the equivalence of raising the temperature of the system [23]. This leads a

splitting in the dI/dV of the Kondo peak by 2gµBB, twice the Zeeman energy.

The dissipative lifetime mentioned above is a source of decoherence (even for
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T = 0) when applying bias voltages. For this reason, an estimate of TK is generally

better done using a temperature-dependence measurement than looking at the

width of the Kondo resonance. For many single-molecule devices, however,

there is reasonable agreement in the TK extracted from both methods.

When can you resolve a field-induced splitting?

In practice, magnetic-field dependence data is somewhat difficult to obtain, and

may not be particularly striking for quantitative purposes. For GaAs quantum

dots, the g-factor is fairly small and the Kondo temperatures are fairly low such

that assigning peak positions is not easy, as features become washed out as they

move away from zero bias. In single molecules, because the Kondo temperatures

are high and the zero-bias peaks fairly wide, the magnetic-field-induced splitting

are often not apparent at laboratory magnetic fields (although a suppression in

linear conductance is usually discernable). Carbon nanotubes may be the best

system for magnetic-field-dependent studies due to reasonably small Kondo

temperatures and a g-factor close to the free electron value. In terms of theory,

calculations of the T = 0 spectral functions suggest that the magnetic field

splitting should be observable beyond a finite field value gµBB ' 0.5kBTK [26].

2.4.4 Scaling: connecting the high and low temperature regimes

The temperature dependence of the conductance (resistivity)1 for a spin- 1
2 Kondo

system had been known for a while in two distinctive regimes: low temperature

1Most calculations will produce the Kondo resistivity, as this is the traditional quantity of
interest in bulk systems. These resistivities correspond to quantum dot conductances, and thus I
will call these quantities “conductances.”
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and high temperature. For the low-temperature regime T << TK, Nozières

[27] showed that the Kondo problem has a Fermi-liquid description, and the

conductance for the Anderson model is given by

G(T) = G(0)
[
1 − c

( T
TK

)2]
, (2.21)

where G(0) is the zero-temperature value of the conductance and c = π4/16. In

the high temperature T > TK regime, Hamann used the Nagaoka-Suhl approxi-

mation to obtain the conductance [2]

G(T) =
G(0)

2

1 −
ln(T/TK)√

ln(T/TK)2 + π2S(S + 1)

 . (2.22)

Because TK is a scaling invariant and the only relevant energy scale, the tem-

perature dependence of all observables in the Kondo regime must be a universal

function of T/TK, e.g. G(T) = G(0) f (T/TK). This is a very remarkable result in the

sense that even if two samples have completely different microscopic properties,

their observables can be appropriately scaled by TK such that the scaled quanti-

ties collapse on top of each other, according to a universal function. However,

results for the most experimentally relevant regime, T ∼ TK, was not known.

This issue was tackled by Costi et al. [29], who used the numerical renor-

malization group (NRG) to calculate the temperature dependence of various

transport quantitites. Their results provided deep insight into the intermediate-

temperature regime, and described the universal function for conductance for

several decades of T/TK. Figure 2.4 shows the universal function obtained from

NRG calculations for both the Kondo and Anderson models. The results of the

calculations are virtually identical throughout the entire temperature regime.

For T << TK, the calculations show the expected Fermi-liquid behavior, and in

the high temperature regime T & TK they agree with the Hamann result. There

exists some deviation for T > 10TK, but perfect agreement is not expected; the
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Figure 2.4: Universal function f (T/TK) for conductance in the Kondo regime,
adapted from [28]. Numerical renormalization group calculations
for the S = 1

2 Kondo and Anderson models show identical results
throughout the entire range of temperatures. They agree with the
Fermi-liquid result f = 1 − c(T/TK)2 at low temperature and the
Hamann result at high temperature (see text).

Hamann result is not a T >> TK assymptote but rather an approximation that is

valid for T > TK.

Goldhaber-Gordon et al. [30] introduced an analytical form to describe the

NRG results, so that they can be compared to experiments

G(T) = G(0)

1 +

(
T
T′K

)2
−αs

= G(0) f (T/TK). (2.23)

In the above, T′K = TK/
√

21/αs − 1 so that the Kondo temperature is defined by

G(TK) = G0/2, as suggested by Costi [29]. The parameter αS was found to be

≈0.22 for the spin- 1
2 Kondo effect. This leaves only G(0) and TK as the fitting

parameters.
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2.4.5 The Kondo effect beyond spin-1
2

We have thus far focused on a single-level, spin- 1
2 quantum dot, but a real

quantum dot is likely to be a bit more complicated. In this section, we address

the basic physics for a multilevel dot, using the S = 1 case as a simple example.

What is different in a multilevel dot? First, interaction effects may become

important, as we now have to consider the intradot exchange coupling, owing

to Hund’s rule (cf. the “universal” Hamiltonian [31]). Second, the presence of

multiple levels complicates the decoupling scheme that we had used in Sec. 2.3,

i.e., the operators cannot be simply rotated in L-R space to fully decouple the

odd combination of the leads. To see why, let us consider the tunneling term

Htun =
∑

α∈L,R; νkσ

(
tανc†αkσdνσ + t∗αν d†νσcαkσ

)
, (2.24)

where the matrix elements tαν now also depend on the particular dot level ν. In

such a case the coupling to the odd channel J2 can be non-zero, as the determinant

of the coupling matrix is generally not zero. (Recall that the determinant gives

you the product of the eigenvalues J1 and J2.)

det Jαα′ ∝
∑

νν′

(
tL
νt

R
ν′ − tR

ν tL
ν′
)2
, 0. (2.25)

This in turn leads to possibly two screening channels with Kondo couplings J1

and J2, if the localized spins occupy multiple dot levels. This scenario is possible

for the case of a spin state S ≥ 1 on the dot in which Hund’s rule exchange favors

parallel alignment of spins on the dot (see Fig. 2.5a).

Let us then consider the case for S = 1. The Landauer formula for the Kondo

conductance gives us [32]

G = Gmax sin2(δ1 − δ2), (2.26)
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Figure 2.5: a) For multilevel dots with S = 1, two screening channels with Kondo
couplings J1 and J2 are possible, adapted from [33]. b) Temperature
dependence of linear conductance. c) Schematic of a dI/dV trace for
a two-stage Kondo effect for T << TK1 ,TK2 , adapted from [33].

where Gmax is the largest attainable conductance based on geometric considera-

tions, and δ1 and δ2 are the phase shifts associated with Kondo couplings J1 and

J2, respectively. There will then be two Kondo temperatures TK1 and TK2 associ-

ated with each of the screening channels. Recall from Sec. 2.4.2 that according

to the Friedel sum rule, the phase shift is δ = π/2 in the Kondo regime, and 0

otherwise. This will be helpful in analyzing Eq. (2.26).

Conductance as a function of temperature

Let us consider the linear conductance as a function of temperature, assuming

that TK1 > TK2 . We can divide this into 3 temperature regimes: 1) For T >> TK1

and TK2 , there is no Kondo effect, and therefore the linear conductance will not

be enhanced. The dot remains in an S = 1 state. 2) For TK2 < T << TK1 , there

will only be a Kondo effect associated with the coupling J1, such that δ1 = π/2

but δ2 = 0. Therefore, evaluation of Eq. (2.26) yields G = Gmax within this

temperature regime. There still exists a free S = 1
2 , due to only partial screening
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of the S = 1 state via coupling J1. 3) For T << TK2 and TK1 , there are now two

Kondo effects in play. Both phase shifts are π/2, which leads to a suppression

in the conductance. Here, the spin on the dot has been fully screened to S = 0.

These results are summarized in Fig. 2.5b. What this analysis does is show the

underlying mechanism behind the “two-stage” Kondo effect (discussed in the

next section) in which the S = 1 spin state on the dot is first screened to S = 1
2

and then to S = 0 as the temperature is lowered.

Experimental observations of higher spin Kondo: singlet-triplet, underscreened,

and two-stage

The first set of experimental observations of higher-spin Kondo effects involved

Kondo features in an even Coulomb valley, which indicated an integer spin

state on the quantum dot. In a vertical GaAs dot [34] as well as in a carbon

nanotube [15], a magnetic-field induced Kondo effect (at zero bias) was observed

at finite field, thought to occur as the singlet and triplet states of the dot were

brought to degeneracy by a magnetic field.

In other experiments, two adjacent Coulomb diamonds showed zero-bias

Kondo peaks [35–38], which could be interpreted in terms of an underscreened

Kondo effect [39]. This situation is probably the most common, as higher-spin

Kondo experiments are likely to probe the temperature regime TK2 << T . TK1 .

An underscreened Kondo effect occurs because 2S channels are required to

screen a localized spin S [12], but despite a quantum dot being in an S = 1 state,

a second screening channel is not accessible at the experimental temperatures.

For an underscreened Kondo effect, in which a free S = 1
2 remains, the ground

state is not described by a Fermi liquid, and the low-temperature conductance
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does not obey Eq. (2.21), instead going as [28]

G(T) = G(0)
[
1 − b

ln(T/TK)

]
. (2.27)

As a related note, there have been several reports of a gate-induced splitting of a

zero-bias Kondo peak within an even Coulomb valley [36–38]. This behavior has

been interpreted in terms of a singlet-triplet transition at zero magnetic field, in

which the zero-bias peak is due to an underscreened Kondo effect in the triplet

state, and the finite-bias peaks are due to excitations from the singlet to nearby

triplet states.

Finally, there is a special case: the two-stage Kondo effect, observed when the

temperature regime T << TK1 ,TK2 can be accessed and the Kondo couplings are

similar such that TK1 ∼ TK2 . While this scenario is the most general in principle,

as it simply follows from Fig. 2.5b, obtaining these experimental conditions can

be fairly difficult. Thus far, there have been two such experimental observations

[33, 40]. The hallmark of a two-stage Kondo effect, as shown in Fig. 2.5c, is a

broad Kondo peak of width ∼ kBTK1 in the dI/dV on which there is a dip of width

∼ kBTK2 superimposed. The more common underscreened scenario can be found

by considering the limit TK2 → 0.

With this, we complete our discussion of the Kondo effect and move on to a

description of our experimental apparatus.

2.5 The mechanically controllable break junction

The mechanically controllable break junction (MCBJ) is a remarkably simple in-

strument that has produced a wealth of beautiful physics [43]. First implemented
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Figure 2.6: a) Schematic of the mechanically controlled break junction (MCBJ),
taken from [41]. b) Scanning electron micrograph of a nanofabricated
MCBJ device, from [42].

by Moreland and Ekin [44] and extended and improved by Muller et al. [45], the

technique provides a very nice way of controlling the spacing between two elec-

trodes with subatomic precision. The basic idea is to have a suspended wire on

a flexible substrate, so that by bending the substrate, the interelectrode spacing

can be varied (see Fig. 2.6a). Since this constitutes using a vertical displacement

∆ of the pushing rod to induce a lateral displacement δ of the electrodes, there is

a very large reduction factor δ/∆, which is the reason behind the high precision

and stability of the MCBJ. This reduction factor is dependent on the length of

the beam L, the length of the suspended part of the wire d, and the thickness of

the substrate w. For uniform bending, the reduction factor can be expressed as

δ
∆
' 3wd

L2 (2.28)

for each electrode. Vrouwe et al. have studied the mechanics of bending in MCBJ

devices [46]. For devices based on notched wires epoxied to phosphorous bronze

substrates covered with Kapton tape, δ/∆ ∼ 10−3, but for nanofabricated devices

(Fig. 2.6b), δ/∆ can reach ∼ 10−6, so that picometer precision in the electrode

displacement corresponds to a very achievable micron precision in the vertical

displacement of the pushing rod. For our devices, the relevant dimensions are
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~1 pm variation

A B

Figure 2.7: a) The resistance as a function of electrode displacement is measured
and fit to an exponential (see text). b) The junction exhibits remark-
ably stability when held fixed over the course of 16 hours, showing
resistance fluctuations corresponding to less than a picometer varia-
tion in electrode displacement.

w = 200 µm, L = 10 mm, and d = 500 nm, which gives us δ/∆ = 3 × 10−6.

2.5.1 Electrode motion, stability

While Eq. (2.28) provides an estimate for the electrode displacement, in practice,

the electrode motion is calibrated by measuring the tunneling resistance as a

function of electrode spacing. The interelectrode gap is modeled as a square

potential barrier so that the resistance increases exponentially with the width of

the barrier

R ∝ e2kδ = e2δ
√

2meφ/~, (2.29)

where me is the mass of the electron, and where we use the work function of gold

φ ' 5.1 eV as the height of the barrier. In our setup, a motor, going through a

100:1 reduction gearbox, cranks a pushing rod consisting of a screw with a pitch
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of 1/100 inch. Figure 2.7a shows an example of a calibration curve, showing

the exponential increase in the resistance with electrode spacing. The specific

calibration can vary from chip to chip, depending on the oxide thicknesses

and the etch procedure. We can obtain a calibration of between 2 and 8 pm

per motor turn. Because of this fairly wide range, it is critical to decide on a

consistent etching procedure.

As pointed out in the previous section, the MCBJ is very stable. Figure

2.7b shows that as the interelectrode gap is held fixed for 16 hours without any

feedback mechanism, fluctuations in the tunneling resistance correspond to less

than a picometer change in displacement.

2.5.2 Fabrication hint: suspending the junctions

Extensive fabrication details for MCBJ devices have been provided in previous

theses [47,48], so let us discuss one hint that pertains to suspending the junctions.

Traditional lithographic MCBJ devices have a ∼ 1 µm layer of polyimide which

is etched by an oxygen plasma to suspend the junctions (see, e.g. Ref. [42]). In

contrast, our devices were designed such that a heavily-doped silicon substrate

could also be used as a back gate, which means that we would like the suspended

Au wire to be as close to the substrate as possible. This was achieved using a

thin ∼ 40 nm SiO2 layer, a thickness that we attempted to push to as low as

∼ 20 nm with limited success.

To suspend the junctions, we first used a stainless steel holder that could

be immersed in 6:1 buffered oxide etch (BOE) for 60-90 secs to remove the

oxide underneath the junction region (of course, all exposed oxide is removed
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Figure 2.8: a) Example of a collapsed bridge that resulted from etching away all
of the oxide under the Au wire. One possible way around it: b) Start
with a dry anisotropic etch, leaving oxide just underneath the Au
wire. c) Do a wet etch in dilute 30:1 BOE to suspend the junction.
(As a scale reference, the length of the suspended part is ∼ 500 nm.)

too). The holder unfortunately restricted flow of the BOE, and for the 99.999%

of people who, like me, are not as careful and as skillful with their hands as

Alex Champagne, the restricted flow can lead to some inconsistent etches, thus

making reproducibility difficult.

I machined a few teflon holders with an “open-air” design that promoted

flow, but this led to a much faster etch rate that made it difficult to remove the
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oxide under the junction without removing oxide below the rest of the gold

wire, thus leading to collapse of the bridge (Fig. 2.8a). One strategy that was

not always employed, but seems to be fairly immune to variations in oxide

thicknesses across chips and wafers, is to use a combination of dry and wet

etches. The first step is to do a dry anisotropic etch in 30 sccm CH3F and 0.7

sccm O2 for about 2 minutes to etch the oxide everywhere except underneath

the Au wire (Fig. 2.8b). Then, it is followed up with a wet etch in dilute 30:1

BOE to suspend the bridge (Fig. 2.8c). The etch rate for BOE does not seem to

go linearly with concentration, and 3 to 4 minutes in 30:1 BOE was required to

suspend the junction. I did not stir or agitate the sample during the etch for

reasons of reproducibility. As the image in Fig. 2.8c shows, the surface has some

fluffy texture. I imagine that the unevenness is due to the slow etch rate of 30:1

BOE, as it tries to remove residual oxide that was left after the dry etch.

2.6 Why molecules?

Given that single-molecule devices at low temperature appear to be described

by physics similar to that of other systems, the question is raised as to what may

be interesting about studying them.

Aside from the technical challenge of fabricating and measuring devices

based on single molecules – a task that some may consider to be a worthwhile

in its own right – I can think of several reasons, all of which are addressed in

this thesis.

First, molecules represent the ultimate limit in the miniaturization of a func-

tional device element. This extreme quantum confinement leads to energy scales
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vastly different than those of other systems, thus allowing exploration within

these new regimes. Among the consequences are Kondo temperatures that are

roughly 2 orders of magnitude larger than those of other quantum dots and

large Hund’s rule exchange couplings that can readily lead to exotic spin states.

Second, molecules have intrinsic vibrational modes that can couple to elec-

tron transport. Studying the electron-vibron coupling has implications in the

electrical and mechanical functionality of nanoelectronic devices.

Third, molecules can be fairly symmetric, which leads to various degenera-

cies. Using a MCBJ enables us to study the evolution of a molecule as some of

these symmetries are broken. The effects can include changes in the energies of

vibrational modes, spin states, and spin multiplets.
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CHAPTER 3

TUNING THE KONDO EFFECT WITH A MECHANICALLY

CONTROLLABLE BREAK JUNCTION

In this chapter, we present measurements of electron transport through C60

molecules in the Kondo regime using a mechanically controllable break junc-

tion. By varying the electrode spacing, we are able to change both the width

and height of the Kondo resonance, indicating modification of the Kondo tem-

perature and the relative strength of coupling to the two electrodes. The linear

conductance as a function of T/TK agrees with the scaling function expected for

the spin- 1
2 Kondo problem. We are also able to tune finite-bias Kondo features

which appear at the energy of the first C60 intracage vibrational mode. This

work, published as Phys. Rev. Lett. 99, 026601 (2007), was done in collaboration

with Alex Champagne as well as Abruña group members Geoff Hutchison and

Samuel Flores-Torres.

3.1 Introduction

The Kondo effect is a many-body phenomenon that can arise from the coupling

between a localized spin and a sea of conduction electrons. At low tempera-

ture, a spin-singlet state may be formed from a localized spin- 1
2 electron and

the delocalized Fermi sea, leading to a correlated state reflected in transport as

a zero-bias conductance anomaly [11, 49]. This feature has been observed in

devices containing lithographically-defined quantum dots [13, 14], carbon nan-

otubes [15], and single molecules [16,17,50,51]. Other more exotic Kondo effects

involving higher spin states [33, 34, 36, 40], non-equilibrium effects [52, 53], and

orbital degeneracies [7] have also been observed.
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While the Kondo effect has been intensely studied, previous experiments

on nanotubes and molecules have lacked control over the molecule-electrode

coupling. Here, we address the influence of coupling on transport in the Kondo

regime by tuning the Kondo effect in C60 molecules with a mechanically control-

lable break junction (MCBJ) [43, 54]. By varying the electrode spacing, we show

that both the Kondo temperature TK and the magnitude of the zero-bias conduc-

tance signal associated with the Kondo resonance are modified. These changes

allow a determination of how the motion modifies the relative coupling of the

molecule to the two electrodes. The normalized linear conductance exhibits scal-

ing behavior as expected within the theory of the Anderson Model. The same

devices can also exhibit finite-bias inelastic Kondo features at an energy that

corresponds to the lowest-energy intracage vibrational mode of C60. Changes in

electrode spacing can tune the energy and amplitude of these signals.

3.2 Experimental details

3.2.1 Device fabrication

Our devices consist initially of continuous gold lines (32 nm thick, 500 nm

long, and with a minimum width of 50 nm) suspended 40 nm above a 200 µm

thick Si wafer [55] (Fig. 3.1a). Before incorporating C60 molecules, we clean

unbroken wires in an oxygen plasma (1 min at 30 mtorr, 0.25 W/cm2) to remove

any organic contaminants. We then deposit 25 µL of a 100 µM solution of C60

in toluene, wait 1 minute and blow dry. We cool the samples to 1.6 K. The

range of motion permitted by bending the Si substrate is generally too small
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Figure 3.1: a) Scanning electron micrograph of a Au bridge suspended 40 nm
above a Si substrate. b) Schematic of the MCBJ apparatus. c) dI/dV
traces of Device A at various temperatures. Inset: A fit of the linear
conductance to the NRG interpolation function (Eq. (3.1)) yields a
Kondo temperature of 28.2 ± 0.3 K.

to break the Au wires by mechanical motion alone, so we use electromigration

to create a molecular-scale break in the wires before beginning studies as a

function of mechanical motion [56]. We minimize the series resistance in our

circuit during the electromigration process (the total series resistance is ≈6 Ω)

and ramp a voltage stepwise until the resistance of a Au wire begins to change

with time at constant V. This occurs consistently for V≈650 mV. We then hold

V fixed until the wire breaks. After electromigration, we find that one or a few

molecules can sometimes (∼20% of 194 devices studied) be found bridging the

gap between electrodes, as inferred from the existence of a Coulomb blockade

characteristic in the I-V curve rather than a linear characteristic typical of bare

junctions [16,50]. In approximately 3/4 of devices exhibiting Coulomb blockade,

dI/dV displayed a peak at V=0, which is a signature of the Kondo effect. We
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performed control experiments with more than 200 bare Au junctions as well as

76 junctions treated with toluene but without C60, and found a zero-bias feature

in <2% of these devices: 3 bare Au junctions and 1 device exposed to toluene.

3.2.2 Calibration of electrode motion

We can control the size of the inter-electrode gap in our devices by using a stepper

motor attached to a pushing screw to bend the silicon substrate at cryogenic

temperatures (Fig. 3.1b). To calibrate the changes in electrode spacing, d, we

measure the conductance of bare Au junctions as a function of motor turns

and fit to the tunneling conductance expression G ∝ exp(−2d
√

2meφ/~), where

φ = 5.1 eV is the work function of Au. The mean calibration over 14 bare

junctions is 6.1 ± 0.4 pm per motor turn; we apply this value to determine

electrode displacements in identically-prepared devices containing C60.

3.2.3 Why C60?

We choose to study C60 molecules because they are sufficiently durable to survive

high temperatures present during electromigration [57] and because previous

work on single-molecule C60 devices has observed the Kondo effect [50, 51].

Photoemission studies of C60 in contact with Au have shown that the molecule

tends to gain an electron from the Au due to the molecule’s high electronegativity

[58], so that in our work C60 is likely to often possess an unpaired spin in

equilibrium, providing conditions needed for the Kondo effect.
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3.3 Temperature dependence in the Kondo regime

Figure 3.1c shows differential conductance curves of a C60 device (Device A) at

several temperatures. We observe a prominent zero-bias peak that is suppressed

with increasing temperature, in accordance with predictions for the Kondo effect.

Shown in the inset of Fig. 3.1c, we fit the linear response conductance as a

function of temperature to an interpolation expression [30] that is a good fit to

the numerical renormalization group (NRG) result [29] for conductance in the

Kondo regime with the addition of a constant background conductance [32],

G(T) = G(0)
[
1 +

T2

T2
K

(21/s − 1)
]−s

+ Gel, (3.1)

using s = 0.22, and leaving TK, G(0), and Gel as free parameters. Our data are

well described by this expression, and we extract TK = 28.2 ± 0.3 K, G(0) =

0.876± 0.009 e2/h, and Gel = 0.042± 0.006 e2/h. The value for TK also agrees with

that obtained by setting the full-width at half maximum of the base temperature

zero-bias peak (5.14 ± 0.06 mV) to 2kBTK/e [15, 22], yielding TK ∼ 30 K.

3.4 Evolution of the Kondo resonance with electrode spacing

Figure 3.2 displays the evolution of the zero-bias peak as we vary the electrode

spacing for Device A (Fig. 3.2a) and for Device B (Fig. 3.2b). For each electrode

spacing, we can determine the Kondo temperature from the FWHM of the

zero-bias resonance, and we can also deduce the relative coupling ΓM/ΓL of

the molecule to the more- and less-strongly coupled electrode based on the

magnitude of the linear conductance near T = 0 [11, 49]

G =
2e2

h
4 ΓMΓL

(ΓM + ΓL)2 f (T/TK) + Gel. (3.2)
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Figure 3.2: dI/dV traces of a) Device A and b) Device B at various electrode
spacings for T = 1.6 K. Insets to a) and b): dI/dV (in color scale) as a
function of bias voltage and electrode spacing at T = 1.6 K. c,d) The
Kondo temperature and the relative coupling ΓM/ΓL as a function of
electrode spacing for Devices A and B at T = 1.6 K. The uncertainty in
the determination of the Kondo temperatures is smaller than ±0.4 K.

To describe the dependence on T, we adopt Eq. (3.1) and use f (T/TK) =
[
1 + T2/T2

K(21/s − 1)
]−s

with s = 0.22. The value of the background conductance

is determined from fits of the dI/dV as a function of V to a Lorentzian plus a

constant. The low value of the peak conductance of Device B indicates that the

molecule is coupled quite asymmetrically to its electrodes. In figures 2c and

2d, we plot the evolution of the Kondo temperature and relative coupling as a

function of electrode spacing for Devices A and B.

We find that as the electrode spacing is varied, ΓM/ΓL increases by ≈330% for

37



a displacement of 0.55 Å in the asymmetrically-coupled Device B, while the in-

crease is just≈80% over a larger displacement of 1.1 Å in the more-symmetrically

coupled Device A. This suggests that as the electrodes are pulled apart, the

molecule in Device B remains well-coupled to one of the leads so that the mo-

tion affects primarily ΓL, whereas in Device A, ΓM and ΓL are both modified,

although not exactly equally. The background conductance Gel is always ≤ 0.045

e2/h in Device A and ≤ 6.4 × 10−4 e2/h in Device B, and decreases by approxi-

mately a factor of 10 with 1.1 Å motion in Device A, and by approximately a

factor of 3 over 0.55 Å motion in Device B.

In the more-symmetric Device A, the Kondo temperature can be tuned from

≈30 K to≈23 K as the inter-electrode spacing is increased, whereas in asymmetric

Device B, the Kondo temperature remains within a narrow range of 13-14 K.

We can analyze these changes using the Haldane expression for the Kondo

temperature in the limit of large charging energy U [21],

TK =

√
ΓU
2

eπε0(ε0+U)/ΓU ∼ eπε0/Γ (3.3)

where Γ = ΓM + ΓL and ε0 is the energy relative to the Fermi level of the localized

state that produces the Kondo effect. We can expect both Γ and ε0 to vary as a

function of electrode spacing: Γ because the coupling of the molecule to at least

one of the electrodes must decrease as the electrodes are moved apart and ε0

because break junctions generally exhibit large built-in electric fields even when

V=0, so that motion of the electrodes produces a gating effect on energy levels

in the molecule [55]. If ΓM and ΓL are significantly asymmetric, then varying

the electrode spacing will likely have little effect on the overall Γ, as only the

weaker coupling may change significantly. This regime applies to Device B,

where the coupling ratio always exceeds 1500. The observation of only a small

change in TK as a function of electrode displacement for Device B is consistent
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with this picture. For Device A, we cannot distinguish the relative contributions

of changes in Γ and ε0 to the tuning of TK, based on our data. In principle, a gate

electrode that can independently adjust ε0 could help to disentangle the effects

of adjusting electrode spacing. However, we find that the gate coupling for our

device geometry is too weak to adjust ε0 measurably for devices in the Kondo

regime.

3.5 Universal scaling of linear conductance

In figure 3.3a, we show the temperature dependence of linear conductance for

Device C at several different electrode spacings. In this device, the Kondo

temperature could be tuned over a significant range, from 60.3 ± 2.4 K (top

curve) to 38.1 ± 1.2 K (bottom curve). In the Kondo regime, the conductance

normalized to its zero-temperature value is expected to be dependent solely on

T/TK and thus to exhibit universal scaling behavior. In figure 3.3b, we show that

G(T/TK)/G(0) does indeed exhibit a reasonable collapse onto a function that is in

close agreement with the universal function predicted by NRG calculations [29].

The evolution of transport properties as a function of electrode spacing is

not always as smooth as we measured for Devices A, B, and C. In other devices,

the conductance could exhibit sudden changes, and zero-bias conductance reso-

nances could fluctuate in and out of existence. We ascribe these abrupt changes

to motion of the C60 molecule within the junction region.
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Figure 3.3: a) Linear conductance of Device C as a function of temperature, fit to
the NRG interpolation expression (Eq. (3.1)). The extracted Kondo
temperatures are (from the top trace to the bottom): 60.3 ± 2.4 K,
55.5± 0.9 K, 45.6± 1.9 K, 38.1± 1.2 K. Inset: dI/dV traces at x0 + 0.7 Å.
b) The normalized conductance, G(T/TK)/G0, is a universal function
of T/TK. Scaled conductance data is compared to the NRG calculation
(dotted line).

3.6 Tuning vibrationally-induced, non-equilibrium Kondo peaks

In addition to a zero-bias peak in dI/dV, in 5 out of 23 devices with Kondo tem-

peratures greater than 20 K we have also observed peaks in dI/dV at symmetric

values of V near ±33 mV (specifically, at 29.6, 32.8, 33.5, 36.9, and 37.2 mV in

the five devices); see figure 3.4a. We did not observe any other similar features

for |V| < 60 mV. The energy of 33 meV is known to correspond to the lowest

intracage vibrational mode of isolated C60, in which the molecule oscillates be-

tween a sphere and a prolate ellipsoid shape (Fig. 3.4a, inset) [59]. Previous

investigations have shown that molecular vibrations can enhance dI/dV at en-

ergies corresponding to vibrational quanta [59–61]. For devices in the Kondo

regime, coupling to a vibrational mode has been predicted to result in an in-

elastic Kondo effect, which is manifested as sidebands in dI/dV at V , 0 [62].
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Figure 3.4: a) dI/dV for Device D at T = 1.6 K showing satellite peaks near ±33
mV. Left inset: Schematic of the Hg(1) intracage vibrational mode.
Right inset: dI/dV for Device E at T = 1.6 K. b, c) d2I/dV2 as a
function of bias voltage and electrode spacing for Devices D and E at
T = 1.6 K. d) Stretching dependence of mode energies from Devices
D and E. Lines: short-axis (negative slope) and long-axis (positive
slope) vibrational energies calculated using the PM3 semiempirical
method.

Finite-bias features in the Kondo regime have been observed in single-molecule

transistors coupled to a vibrational mode [16,50,63], in quantum dots coupled to

an applied microwave field [64], and in quantum dots due to Kondo screening

of excited states [36, 53, 65].

Figures 3.4b and 3.4c show d2I/dV2 for Devices D and E as a function of bias
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voltage and electrode spacing. Consistent with what we found for Devices A

and B, as the electrodes are pulled apart the magnitude of the zero-bias peak

decreases more strongly in the less-symmetrically coupled (lower conductance)

Device E than in the more-symmetrically coupled Device D. The strength of the

sidebands is also different in the two devices; the satellite peaks are significantly

more prominent in the more-symmetrically coupled Device D compared to the

less-symmetrically coupled Device E, as predicted in Ref. [62]. As the electrode

spacing, and hence the coupling asymmetry, is increased, the amplitude of the

non-equilibrium peaks decreases in Device D, but the small peaks of Device E do

not seem to be strongly modified. In both devices, the positions of the inelastic

features increase in |V| as the electrodes are pulled apart, suggesting that the

mechanical motion increases the energy of the active vibrational mode.

The changes in vibrational frequency as a function of mechanical motion are

larger than what we anticipated based on molecular modeling. We performed

calculations in gaussian03 using the pm3 semiempirical Hamiltonian, which has

been accurate in predicting the vibrational frequencies of fullerenes [66]. The

geometries and harmonic frequencies were calculated under C2h symmetry us-

ing the native structure and by setting distance constraints on two atoms at

opposite ends of the neutrally charged C60 cage to define the long axis from the

native length of 7.092 Å to 7.792 Å. The calculations indicate that the five-fold

degenerate Hg(1) mode at 33 meV is broken upon distortion into a set of two

nearly-degenerate “short-axis” modes (involving motion perpendicular to the

direction of stretching) which decrease in energy as the molecule is stretched

and three “long-axis” modes which increase in energy (Fig. 4d). Only increases

in energy are observed experimentally; we speculate that the long-axis modes

may couple more strongly to electron transport. If we assume that the increase

42



in molecular diameter is equal to the increase in the electrode spacing, so as to

determine an upper limit for the estimated frequency shift, then we find that the

measured shift for Device E is comparable to the calculated frequencies of the

long-axis modes, with the main deviations coming at large molecular diameter.

However, the peak positions in the more-symmetrically coupled Device D shift

more strongly than predicted, by roughly a factor of 10. This discrepancy sug-

gests that more rigorous theoretical work may be needed to understand electron-

vibration coupling in single-molecule systems, when including coupling to the

electrodes and the Kondo effect.

3.7 Summary and acknowledgements

In summary, we have demonstrated how the Kondo effect is modified by tun-

ing the spacing between electrodes in mechanically controllable break junction

devices containing C60 molecules. We measure changes in both the Kondo

temperature and zero-bias conductance that are in good accord with theoreti-

cal expectations and that allow us to characterize how the mechanical motion

changes the relative coupling of the molecule to the electrodes. We have also

observed and tuned finite-bias Kondo features which appear at energies corre-

sponding to an intracage vibrational mode of C60. We find that the vibrational

energy can change more strongly as a function of stretching than predicted by a

simple semiempirical Hamiltonian.

We thank D. Goldhaber-Gordon, P. Brouwer, and A. Pasupathy for discus-

sions, and K. Bolotin, F. Kuemmeth, and J. Grose for discussions and experi-
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3.8 Addenda

The following is intended to provide the reader with some enrichment and an

update on a few developments since the completion of the experiments.

3.8.1 Electron-vibron coupling in C60: which modes?

We discuss simple group theory arguments for which vibrational modes of C60

might couple well to transport, particularly for the C−60 anion that we measured

in the Kondo experiments. These arguments bring to light (somewhat) the

observations in our work as well as those of other research groups.

We will be using a little bit of group theory language, and before we begin, I

would like to point out the naming scheme for symbols like T2g, which refer to

the irreducible representations: A stands for a non-degenerate representation,

E for 2-fold degenerate, T for 3-fold degenerate, G for 4-fold degenerate, and H

for 5-fold degenerate. The subscripts refer to the parity with respect to a center

of inversion, with g for even and u for odd; these letters can be traced back to

their German origin, namely gerade and ungerade. The subscript numbers refer

to whether there is symmetry or antisymmetry with respect to a non-principal

rotation axis.
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Figure 3.5: Energy levels and electron filling for C−60. Because of the Jahn-Teller
effect, the electron in a t1u level couples to a normal mode of the
molecule. Calculations suggest that the strongest-coupled mode is
the one of lowest energy, namely the Hg(1) “squashing” mode.

To understand the vibrational features that may appear in transport, we

can begin by considering all the normal modes of a C60 molecule. Because

there are 60 atoms, we expect that 3N - 6 = 174 vibrational modes exist, nearly

all of which are less than 200 meV in energy. The burning question, then, is

which of the vibrational modes might show strong electron-vibron coupling. A

possible solution is to consider the vibrational modes within a particular energy

window and explicitly calculate Franck-Condon factors, as was done in Ref. [61].

However, symmetry considerations enable us to narrow down our search very

quickly, as we will discuss below.

Based on the icosohedral symmetry of C60, the full list of vibrations and their

corresponding symmetry types is [67]

2Ag ⊕ 3T1g ⊕ 4T2g ⊕ 6Gg ⊕ 8Hg ⊕ Au ⊕ 4T1u ⊕ 5T2u ⊕ 6Gu ⊕ 7Hu. (3.4)

We have already neatly grouped the 174 normal modes into those corresponding

to 46 different energies. The next insight comes from the symmetry of the

relevant orbitals. Figure 3.5 depicts the electron filling for the highest-two

energy levels in a C−60 anion. Due to the electronic degeneracy associated in
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the filling of the t1u orbitals, there will be a Jahn-Teller distortion in which the

electron in a t1u level couples strongly to a normal mode of the molecule. While

we have invoked an argument involving Jahn-Teller vibron coupling, the group

theory principles presented (below) will apply more generally because for Cn−
60 ,

where n = 0-6, transport may involve electrons hopping on and off the “LUMO”

level, which is of t1u symmetry.

The basic idea is that for a vibrational mode to couple to an electronic state,

the following 2 requirements must be met: 1) the mode is of even parity (to

guarantee that the normal mode is vibrational rather than a translational) and

2) the decomposition of the Kronecker product [Γ ⊗ Γ] contains the irreducible

representation of the vibrational mode. Without further ado, we will present

the one-line solution. We can read off a group theory table (e.g., in Ref. [68])

the Kronecker products of irreducible representations in icosohedral symmetry,

and find that

t1u ⊗ t1u = Ag ⊕ T1g ⊕Hg. (3.5)

The above result tells us that we need to only consider a small subset of the

modes, namely those of Ag, T1g, and Hg symmetry. We can further narrow down

the relevant modes because the T1g modes are antisymmetric, and therefore,

cannot couple to the electronic levels. That just leaves the 2 Ag and 8 Hg modes

as possibilities. Ag(1) is the radial breathing mode of energy ≈61 meV, and Ag(2)

is a mode with energy ≈182 meV in which atoms move towards each of the

5-fold symmetry axes while retaining the radius of the fullerene cage. These Ag

modes do not break symmetries that lead to relative orbital shifts, so they will

likely couple weakly in a Jahn-Teller active molecule like C−60 [69]. The strongest

candidates for electron-vibron coupling are then the 8 Hg modes, to which we

narrowed down from the original 174 possible normal modes.
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Table 3.1: Electron-vibron coupling constants in C−60, adopted from Ref. [70]

Calculated couplings gk

Mode Energy (meV) Negri Schlüter Varma Antropov

Hg(1) 33 0.56 0.54 0.33 0.33
Hg(2) 54 - 0.40 0.15 0.37
Hg(3) 88 - 0.23 0.12 0.20
Hg(4) 96 0.22 0.30 0.00 0.19
Hg(5) 136 - 0.09 0.23 0.16
Hg(6) 155 - 0.15 0.00 0.25
Hg(7) 177 0.17 0.30 0.48 0.37
Hg(8) 195 0.26 0.24 0.26 0.37

There have been a number of theoretical treatments of the electron-vibron

coupling in C−60. The results from several studies are shown in Table 3.1. Cal-

culations by Negri [71] suggest that the lowest-energy Hg(1) mode is the most

strongly coupled, both for the C−60 anion as well as for excitations within the neu-

tral C60 molecule. Other studies also suggest that the Hg(1) mode has an electron-

vibron coupling that is stronger relative to the other modes. Within the range of

bias voltages typically applied in a single-molecule device in a lateral geometry,

only the Hg(1) and Hg(2) modes are likely to appear in transport. A number

of experiments, including ours, have observed the Hg(1) mode [50, 72–74]. The

Hg(2) mode has been observed in STM studies [75]. Observations of peaks in the

conductance of C60 at ∼60 mV have been interpreted as the Ag(1) mode [76, 77].

In such a case, the coupling is thought to be dynamic [70]. We have thus far

considered an isolated molecule, but within an experimental geometry, there

exists an external field as well as broken spatial symmetries due to the presence

of metallic electrodes. Recently, this issue has been addressed in an ab initio cal-

culation [78], but the conclusions are largely in-line with the material presented:
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strong coupling for the Hg modes, but negligible coupling for the Ag modes.

3.8.2 Scattering Bethe Ansatz: very preliminary comparisons

In the early 1980’s, several physicists including N. Andrei, P. B. Wiegmann,

among others, found exact solutions to the s-d Kondo model as well as to the

Anderson model [79]. Their methods were based on the Bethe Ansatz, which

Hans Bethe had used to solve the 1-D Heisenberg model in the 1930’s. These

exact solutions have yielded new analytical expressions and have been valuable

in testing approximate methods for treating the Kondo problem.

Recently, Mehta and Andrei developed a non-equilibrium description of

transport in the Kondo regime, called the Scattering Bethe Ansatz (SBA), and

examined the interacting resonance level model [80]. In a nutshell, the approach

is to first consider a two-lead Anderson impurity Hamiltonian

H = Hdot − i
∑

j=1,2

∫
dxψ†j∂ψ j(x) +

t√
2


∑

j=1,2

ψ†j (0)d + h.c.

 , (3.6)

and to then diagonalize it by constructing single-particle scattering eigenstates,

leading to an N-particle scattering state |Ψ〉. The current operator is given by

Î =
ie
2~

∑

j=1,2;σ

ti

(
ψ†jσ(0)dσ − d†σψ jσ(0)

)
, (3.7)

from which the I-V characteristics can be found by taking the expectation value:

I(µ1, µ2) = 〈Ψ;µ1, µ2| Î |Ψ;µ1, µ2〉.

Sungpo Chao has used the SBA method to numerically calculate trans-

port quantities using various Anderson model parameters [81]. His results

show a universal scaling of differential conductance with bias voltage, i.e.
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Figure 3.6: Very preliminary comparison of SBA calculations to data from four
C60 devices. The experimental data are shown in red, and the nu-
merical results are shown as blue dots. The left axis for each panel
is dI/dV in units of e2/h, and the bottom axis is approximately in
units of eV/kBTK. The calculations show reasonable agreement for
eV greater than a few kBTK.

G(V) ≡ dI/dV = G(0) f (eV/kBTK) for up to eV ∼ 8kBTK. He has performed very

preliminary comparisons of his calculations to data from our C60 devices, as-

suming U/Γ=10. The results are shown in Figure 3.6. While the agreement isn’t

perfect, the SBA results constitute a fairly good description of the experimental

results in the low-bias regime, for up to a few kBTK. As a reference point (while

duly noting that non-equilibrium treatments like the SBA are generally more

difficult than equilibrium treatments), comparison of experiment to calculated

universal scaling curves of linear conductance usually breaks down by T ∼ TK.
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3.8.3 Universal scaling in non-equilibrium transport

We earlier addressed a consequence of TK being the only relevant energy scale

in a Kondo-correlated system: the linear conductance is a universal function

of T/TK, i.e. G = G(0) f (T/TK). One might suspect that there are additional

scaling relations with respect to other perturbations such as bias voltage or

magnetic field. For the spin- 1
2 Kondo system, these relations naturally arise

since the ground state is a Fermi liquid, which has a characteristic exponent

for excitations at low energy, namely the ∝ E2 power-law form. In fact, the

fitting function that we had used in Eq. 3.1 reduces to a Fermi liquid form

G(T) = G(0) [1−c(T/TK)2] for small T. While the quantitative effects of a magnetic

field on a Kondo-correlated system are still under debate, analysis of bias-scaling

relations has been important in past studies, notably in the identification of two-

channel Kondo physics [82, 83]. There, the ground state is not a Fermi liquid,

and excitations go as ∼
√

V,
√

T. Returning to the spin- 1
2 system, Schiller and

Hershfield [84] suggested a scaling function of the form

F(eV/kBT) ≡ G(T, 0) − G(T,V)
AT2 = κ

( eV
kBT

)2

− β
( eV
kBTK

)2

+ . . . (3.8)

and showed that universal behavior is observed for small T and V.

Mike Grobis et al. have analyzed the low-energy scaling behavior G(V,T)

in a spin- 1
2 quantum dot [85], and proposed a scaling equation based on the

Schiller-Hershfield form

G(T,V) = G(T, 0)

1 − cTα

1 + cT

(
γ
α − 1

)
(T/TK)2

( eV
kBTK

)2
 (3.9)

where α characterizes the zero-temperature curvature, and γ describes temper-

ature broadening of the Kondo peak. Recently, Scott et al. [86] have studied

this scaling for single molecules in the Kondo regime and observed universality
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for small V, but with extracted parameters α and γ that deviated from those

of Grobis et al. In this section, we analyze the data from Fig. 3.1c within this

framework.

We first study the power-law exponent for low energies. For small V at fixed

T, we expect that the conductance will be of the form

G(V,T) = G(0,T) − cVVP. (3.10)

In Figure 3.7a, we plot G(0,T) − G(V,T) for T between 1.58 K and 14.3 K as

a function V, and fit to the above functional form for |V| ≤ 1 mV to extract

the exponent P. The Kondo temperature for this device is ≈28 K. We extract

P = 1.91 ± 0.07 within the temperature range explored, a value consistent with

the Fermi-liquid exponent of 2 (see Fig. 3.7b).

Having observed the G ∼ V2 dependence, we next fit our low-V conductance

(Fig. 3.7c) to the form proposed by Grobis et al. (Eq. 3.9). The conductance-peak

center was slightly offset from V = 0 in the raw data due to amplifier drift, and

we aligned the peak prior to doing analysis. Extracting the parameters α and γ

involves a two-dimensional fit, as the parameters cannot be uniquely determined

for a fixed T. We tackled this by first fitting κ(T) ≡ cTα/[1 + cT(γ/α − 1)(T/TK)2],

then extracting α and γ from fits of κ(T) versus T. From this analysis, we

obtained α = 0.134 ± 0.012 and γ = 0.587 ± 0.028. By rescaling our conductance

as [1 − G(V,T)/G(0,T)]/κ(T) and plotting it versus ±(eV/kBTK)2, we observe that

the conductance traces of Fig. 3.7c collapse onto the universal function (Eq. 3.9)

for |(eV/kBTK)2| . 0.5, which implies scaling for V . 0.7TK.

We have yet to do an exhaustive analysis of many devices, but our results are

in accord with those of Grobis et al., who foundα = 0.10±0.02 andγ = 0.5±0.1 for

a GaAs quantum dot. They are also in agreement with theoretical calculations
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Figure 3.7: Scaling behavior in non-equilibrium transport. a) G(0,T) − G(V,T)
for a C60 device was fit to a power-law form ∝ VP for |V| ≤ 1 mV
and T = 1.58 K to 14.3 K. b) Across this temperature range, we obtain
P = 1.91 ± 0.07, in good agreement with the characteristic Fermi
liquid exponent. c) The differential conductance of the device at low-
bias. d) Rescaling the conductance in the form [1−G(V,T)/G(0,T)]/κ
results in collapse onto the universal function (Eq. 3.9, shown as a
black line) for eV . 0.7TK.

that suggest α ≈ 0.15 [85]. Our results, however, differ from those of Scott et al.,

who obtained α ≈ 0.05 and γ ≈ 0.1 in single-molecule devices [86]. We do not

know the origin of this discrepancy, but a difference in the fitting procedure in

their work was the subtraction of a background conductance.
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CHAPTER 4

MECHANICAL CONTROL OF SPIN STATES IN SINGLE MOLECULES

In the previous chapter, we studied the spin- 1
2 Kondo effect in a C60 molecule.

We now turn our attention to measurements of a higher-spin Kondo effect

in an organometallic cobalt complex, particularly focusing on the effects of a

symmetry-breaking distortion. As the molecule is stretched from an initial state

in which the complex has an approximately octahedral symmetry to one in

which this symmetry is broken, we observe that a zero-bias Kondo peak can

split into finite-bias peaks. We determine the initial spin state of the molecule

to be S = 1 by analyzing the temperature scaling of the Kondo resonance, in the

process providing the first quantitative test of predictions for the underscreened

S = 1 Kondo signal.

Caveat lector

At this point in time, we have two possible models to explain the stretching

dependence of our data: 1) a spin transition from an S = 1 triplet state to an

S = 0 singlet state that occurs as a consequence of the competition between the

exchange energy and the Jahn-Teller level splitting produced by the symmetry-

breaking deformation, and 2) a tuning of a zero-field splitting in the molecule by

geometric distortion. We hope that quantum chemistry calculations, additional

analysis, and complementary measurements will provide us with the insight

needed to distinguish between these models. In this chapter, however, we will

present our data within the context of a singlet-triplet transition, mainly for the

aesthetic reason of keeping the discussion clear.
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4.1 Introduction

Single-molecule transistors have proven to be valuable model systems for study-

ing fundamental quantum-mechanical processes, including Kondo physics [16,

17], electron-vibration coupling [63, 72, 73], and the effects of molecular spin on

electron transport [38, 87–89]. Here we demonstrate a new level of quantum

control of the spin in a single-molecule system. By connecting single transition-

metal complexes within mechanically controllable break junctions [43, 54] that

allow us to controllably stretch the molecule while measuring its electrical re-

sistance, we demonstrate that we can change the spin of a molecule by varying

its degree of mechanical deformation. One possible explanation for the results

may be the mechanism underlying Hunds rule for atomic spins – competition

between the exchange energy that favors high spin (S) states and level splittings

induced by broken symmetries that favor S = 0.

4.2 Energy levels and dependence on stretching

The molecule that we study is a cobalt bis(terpy-SH) complex with thiol end

groups (terpy-SH = 4-mercapto-2,2:6,2-Terpyridine), pictured in Fig. 4.1a, a

molecule our group has studied previously using single-molecule devices with

stationary electrodes [16]. Related molecules have been examined by other

groups [20, 63, 86]. In its neutral form, this complex exists in the Co2+ state in

a d7 configuration, with a low-spin filling that leads to a ground state spin of

S = 1
2 at low temperature [90,91]. However, we will present evidence that when

attached to metal electrodes in our devices, charge transfer from the electrodes

can sometimes also result in the Co1+ (d8) being the ground state. It will be the
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Figure 4.1: a) Structure of [Co(TpySH)2]1+, a complex with 8 d-electrons. b)
Energy levels of the complex as a function of stretching along the
z-axis. c) Schematic of a mechanically controllable break junction
device that is used to stretch the molecule.

Co1+ state that is of interest for the spin transitions as a function of molecular

deformation. The occupation of electronic energy levels for a d8 complex is pic-

tured in Fig. 4.1b. For a free Co ion, the five d-orbitals would be degenerate on

account of spherical symmetry. When the ion is coordinated by two terpyridine

ligands in an unstretched bis(terpy-SH) complex, the local environment of the

Co ion has an approximately octahedral symmetry, causing the d levels to be

split into a set of three-fold degenerate t2g orbitals and two-fold degenerate eg

orbitals, separated by ∆0 ∼ 2 eV. For the d8 configuration, the higher-lying eg

orbitals must contain two electrons, and when these orbitals are degenerate or

near-degenerate the exchange energy (JS2) can align their spins to produce an

S = 1 ground state. However, the degeneracy between the eg orbitals will be

broken if the octahedral symmetry of the molecule is distorted. If the distortion-
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induced splitting ∆ε between the two highest-energy ionic levels is larger than

the exchange energy, then both electrons must occupy the lower energy orbital

with opposite spins to give an S = 0 ground state, with a low-energy excited

triplet state higher in energy by ∆ε − 2J.

4.3 Device preparation

We study the low-temperature electron transport properties of these molecules

at cryogenic temperatures within mechanically-controllable break junction de-

vices, fabricated by the procedure described in [55,73]. We initially make contin-

uous gold lines (32 nm thick, 500 nm long, and with a 50 nm-wide constriction)

suspended 40 nm above a 200 µm-thick Si wafer. To incorporate the molecules,

we clean unbroken wires in an oxygen plasma to remove any organic contami-

nants and then immerse the chip containing the samples into a 0.2 mM solution

of Co bis(terpy-SH) in acetonitrile for 24 hours, allowing the molecules to attach

to the gold. After the chip is removed, excess solution is blown off with nitrogen

gas, and we cool the sample to 1.6 K. We use electromigration [56] to create

a molecular-scale break in the wires before beginning studies as a function of

mechanical motion. We can then control the size of the inter-electrode gap in the

device, thereby deforming the molecule, by using a stepper motor attached to a

pushing screw to bend the silicon substrate at cryogenic temperatures (Fig. 4.1c).
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Figure 4.2: Evolution of zero-bias Kondo peaks into finite-bias peaks as a func-
tion of the mechanical motion of the electrodes at T = 1.6 K for a)
device A and b) device B. c, d) Individual line traces showing the
evolution of the zero-bias peak.

4.4 Stretching dependence: singlet-triplet transition?

Measurements of the molecular conductance as a function of increasing the

electrode spacing are shown in Fig. 4.2. For these molecules, at the initial position

for the electrodes, the differential conductance has a single peak centered at

zero voltage, characteristic of Kondo-assisted tunneling via the molecule. In

the Kondo effect, at low temperature and small voltage electron spins from the

electrodes screen the spin of the molecule and in the process provide a quantum-

coherent channel for electron flow through the molecule, thereby enhancing the

conductance. The peak conductance for the devices in Fig. 4.2 is between 1 e2/h
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and 2 e2/h, consistent with a single molecule strongly coupled to the electrodes

to be in the Kondo regime.

As we stretch each molecule using the mechanically adjustable electrodes,

we observe that the single conductance peak splits into two beyond a value for

the change in electrode spacing that varies from device to device. For the two

devices displayed in Fig. 4.2 (as well as for two others), by ramping the electrode

spacing up and down we were able to reproducibly cross this transition between

one peak and two. For other devices, mechanical motion of the electrodes

sometimes resulted in random conductance shifts, sudden changes in peak shape

and position, or irreversible changes that destroyed the device. Because of

this device sensitivity, we explored a relatively narrow region of mechanical

stretching. We also observed peaks that did not split with mechanical motion of

the electrodes as well as devices that had split peaks prior to stretching.

The transitions we see as a function of mechanical motion between a single

peak and split peaks in the differential conductance are qualitatively similar to

measurements as a function of gate voltage in GaAs [36], carbon nanotube [37],

and C60 [38] quantum dots, which have been attributed to transitions between

spin-triplet and spin-singlet Kondo effects for a fixed even number of electrons

on the dot. We demonstrate below that our transitions are consistent with a

transition between S = 1 and S = 0 ground states, in our case as a function of

mechanical deformation. Because the Kondo temperature scale is significantly

higher for our molecular devices than for the previous quantum-dot studies,

we can perform the first quantitative tests of predictions for the temperature

dependence of the S = 1 Kondo signal.
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4.5 Temperature dependence

The functional forms for the temperature and bias dependence of the conduc-

tance due to the Kondo effect are predicted to depend on the spin S of the Kondo

impurity (the molecule in our case) and the number of screening channels for

electrons in the leads that couple to the impurity. The most-studied case is S = 1
2 ,

which is fully screened to a many-body spin-zero state by a single screening

channel. In general, for an impurity with spin S, 2S screening channels are

required for complete screening [12]. For an impurity coupled to two metal

electrodes as in our experimental geometry, there are two screening channels

consisting of linear superpositions of orbital states from the two electrodes with,

in general, different couplings J1 and J2 to the impurity that result in two Kondo

temperature scales TK1 and TK2 [32]. (We assume TK1 > TK2 .) The Kondo temper-

atures depend exponentially on the couplings, so in the typical case TK1 >> TK2 .

If S = 1, as the temperature is reduced to the range TK2 < T < TK1 the result is a

regime of an underscreened Kondo effect, in which the original impurity spin is

only partly screened (to a value S− 1
2) by the electrons in the electrodes. At lower

temperatures, below both TK1 and TK2 , there can be a second state of screening

resulting in a two-stage Kondo effect [39, 92]. The underscreened Kondo effect

is predicted to produce a much slower rise in the conductance for T < TK1 , rel-

ative to the more-common fully-screened S = 1
2 Kondo effect, due to additional

logarithmic contributions to the conductance signal [93].

The temperature dependences of our measured conductance signals are

shown in Fig. 4.3 at fixed values of electrode spacing. To fit to the theoretical

predictions, we begin with curves of conductance as a function of temperature

calculated using the numerical renormalization group (NRG) for S = 1
2 , 1, 3

2 ,
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Figure 4.3: a) Temperature dependence of dI/dV on the triplet side of the transi-
tion. b) Fits of linear conductance as function of temperature on the
triplet side to S = 1

2 and S = 1 fully screened, and S = 1 and S = 3
2

underscreened calculations. c) Numerical renormalization group
(NRG) calculations of quantum-dot conductances for the case of a
single screening channel [94] and fits to Eq. (4.1). d) Temperature de-
pendence of dI/dV on the singlet side of the transition. e) The linear
conductance on the singlet side exhibits non-monotonic behavior.
The finite bias peaks at V = ±3 mV show a monotonic decrease.

2, and 5
2 in the presence of a single screening channel [94] and for S = 1 with two

screening channels having TK1 = TK2 [95]. In analogy with the common practice

in the spin- 1
2 Kondo literature [30], by fitting to the NRG calculations we then

generate an empirical fitting function, finding that a function of the form

G(T) = G(0)

1 +

(
T
T′K

)ξ(S)
−αS

,

provides an excellent fit to all of the NRG curves over orders of magnitude in
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temperature, if we use values for the exponents ξ(S) and αS that depend on

S (see Sec. 4.8). In Figure 4.3b we fit the measured temperature dependence

of the V = 0 conductance of device A to the four different empirical forms:

spin- 1
2 , underscreened S = 1, underscreened S = 3

2 , and fully screened S = 1.

We find excellent agreement with the predictions for the underscreened S = 1

Kondo case, and significant deviations from all of the other cases, leading us to

conclude that the ground state of the unstretched molecule in this device does

indeed correspond to S = 1.

The temperature dependence for the stretched form of the molecule in device

A is shown in Fig. 4.3c. The temperature dependence of the zero-bias conduc-

tance is non-monotonic, initially increasing and then decreasing with T, in a

form that is qualitatively similar to the bias dependence of the conductance,

increasing from |V| = 0. This is consistent with the expected behavior in the S = 0

side of the transition based on calculations by Hofstetter and Schoeller [96].

4.6 Magnetic-field dependence

We now turn to the magnetic-field dependence of our devices. On the triplet side,

the application of a magnetic field splits the zero bias peak (Fig. 4.4a). Within

the model of a triplet-singlet crossing, the position of these peaks correspond

to the energy difference of the lowest triplet states T− and T0 (Fig. 4.4d). On

the singlet side, a magnetic field moves the finite-bias peaks together, towards

restoring a zero-bias peak (Fig. 4.4b). Here, the position of the peaks corresponds

to the energy difference between the singlet and the lowest-energy triplet state

T−. While we could not fully restore the zero-bias peak in device A, in another
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Figure 4.4: Magnetic-field dependence of the Kondo peaks. a) On the triplet
side, the zero-bias peak splits as a function of magnetic field. b)
On the singlet-side, the finite-bias peaks move closer together. c)
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magnetic field alone. c) Energy diagrams for the triplet and singlet
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device, we were able to use a magnetic field to drive a transition from a singlet

ground state to that of a triplet (Fig. 4.4c). The position of the peaks as a function

of magnetic field can be understood in terms of Fig. 4.4d. The split peaks on

the low-field side of the transition correspond to the energy difference between

the singlet and the lowest-energy triplet state. A zero-bias peak is restored at a

critical field B∗, which represents the field at which the singlet and lowest-energy

triplet states are degenerate. At larger magnetic fields, the triplet becomes the

ground state, and the position of the peaks represents excitations to the nearby

singlet state. We do not resolve the other possible transitions in our data, in
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contrast to recent experiments done at dilution-fridge temperatures [38]. We

suspect that the primary reason is due to higher Kondo temperatures, which

results in wider peaks; the higher temperature of our measurements may also

play a role.

4.7 Conclusions and caveats

In this chapter, we have studied the effect of a symmetry-breaking distortion of an

organometallic complex in the Kondo regime. As the molecule is mechanically

stretched, a zero-bias Kondo peak may split into finite-bias peaks, which might

be understood in terms of a singlet-triplet transition induced by the splitting

of the eg orbitals. Temperature-dependence measurements of the unstretched

molecule show excellent quantitative agreement with an S = 1 underscreened

Kondo effect. Temperature measurements on the stretched molecule are quali-

tatively consistent with theoretical predictions of an S = 0 ground state [96]. The

magnetic field data are also consistent with a singlet-triplet transition.

As stated at the beginning of the chapter, there exists another possible inter-

pretation that a symmetry-breaking distortion controls the molecule’s zero-field

splitting. While the singlet-triplet interpretation is elegant and invokes very

simple arguments, the zero-field splitting scenario seems to better capture the

energy scales observed in the experiment (few meV’s). We are currently carrying

out calculations (Eric Neuscamman and Garnet Chan), doing further analysis,

and thinking about complementary measurements that may provide us with

more conclusive insight.
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4.8 Appendix: Fitting NRG calculations

The goal here was to find a suitable function to describe the temperature-

dependent conductances of underscreened Kondo-model calculations. Such

a function would be very helpful in comparing experiments to theory and to

allow for the extraction of relevant parameters. Note that there is no deep

physics behind the proposed fitting form (Eq. (4.1)); it is an empirical function

that describes the numerical calculations quite well over almost 7 decades of

temperature. It does so by approximating slow, logarithmic corrections in the

T >> TK limit and the slow (ln T/TK)−2 asymptotic behavior in the T << TK limit

(for underscreened cases) by reducing to a sub-linear form.

4.8.1 The spin-dependent universal fitting function

To describe the NRG results for the temperature-dependent conductance of a

quantum dot with a Kondo impurity of spin S and in the presence of a single

screening channel, we seek a universal form G(T) = G(0) f (T/TK). We find that

the calculated results are very well-described by the functional form

G(T) = G(0)

1 +

(
T
T′K

)ξ(S)
−αS

, (4.1)

where G(0), T′K, ξ(S), and αS are fitting parameters. We note that ξ(S) can be ad-

equately described by a spin-dependent function that we empirically determine

to be

ξ(S) =
4

3S(S + 1)
+

2
9
. (4.2)

Note that for S = 1
2 , Eq. (4.2) gives ξ(S) = 2, the exact Fermi liquid exponent.

Fitting experimental data will normally involve just a two-parameter fit of G(0)
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and T′K since ξ and αS should be held at or near the appropriate spin-dependent

fitted values, which are listed in Table 4.1.

For the Kondo temperature, we use the definition G(TK) ≡ G(0)/2, which

was first suggested by Costi [29] and adopted for quantum dots by Goldhaber-

Gordon [30], so that T′K of Eq. (4.1) represents the actual TK with an appropriate

scaling:

T′K =
TK

(21/αS − 1)1/ξ . (4.3)

For spin- 1
2 (ξ = 2), the fitting function (Eq. (4.1)) reduces to the usual form [30],

but for higher spins, G(T) represents the temperature-dependent conductances

for underscreened Kondo effects. Theo Costi has calculated NRG resistivities,

which correspond to quantum-dot conductances, for a Kondo impurity with

spin S = 1
2 , 1, 3

2 , 2, and 5
2 in the presence of a single screening channel, and made

them available to us. The results for S = 1
2 , 1, and 3

2 were published previously in

Fig. 1 of Ref. [94] but were not available in a usable form. More recently, Costi

et al. have done Anderson model NRG calculations of G(T) for fully screened

Kondo effects [95]. The usual spin- 1
2 fitting function with ξ = 2 describes even

the S > 1/2 fully screened cases very well for an appropriate αS (see Table 4.1).

4.8.2 Fitting procedure and results

The NRG data came in the form of discrete points (G, T/T0), where T0 is a

convenient theorists’ scale defined from the zero-temperature susceptibility of

the S = 1/2 Kondo model

χ(0) =
(gµB)2

4kBT0
. (4.4)

65



Table 4.1: Fitted exponents for underscreened and fully screened Kondo effects

Single-channel (Fits based on Eq. (4.1)) Fully screened
(Underscreened for S > 1/2) (2S screening channels)

Spin Fitted ξ ξ(S), eq. (4.2) αS Spin αS

S = 1/2 1.95± 0.12 2 0.22± 0.02 S = 1/2 0.22, ref. [30]
S = 1 0.88± 0.03 0.89 0.33± 0.02 S = 1 0.16, ref. [95]
S = 3/2 0.58± 0.01 0.58 0.39± 0.01 S = 3/2 0.146, ref. [95]
S = 2 0.43± 0.01 0.44 0.42± 0.01
S = 5/2 0.36± 0.01 0.37 0.43± 0.01

We rescaled the temperature from T/T0 to T/TK by using the definition G(TK) ≡
G(0)/2. Various functional forms were then used to attempt to fit the calculations,

and this eventually led to the form shown in Eq. (4.1). Because of the rescaling,

all TK in the fits were defined to be 1 (in the units of TK), and the values for “Fitted

ξ” and αS shown in Table 4.1 reflect the fitted values when all 4 parameters of

Eq. (4.1) were left free.

In Fig. 4.5, we show the results of the individual fits to the spin-dependent

functional form shown in Eq. (4.1) for S = 1
2 , 1,

3
2 , 2, and 5

2 . The fitting function

shows excellent agreement with the calculations across 7 decades of temperature.

Table 4.1 summarizes the fitted exponents for each of the spin scenarios. We also

plot the universal functions for each spin case in Fig. 4.5(f).
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E         F Spin-dependent Universal Curves

Figure 4.5: Fitting of NRG conductance calculations to Eq. (4.1) for a) S = 1
2 , b)

S = 1, c) S = 3
2 , d) S = 2, and e) S = 5

2 . The fitting form provides
excellent agreement with the calculations over a range of 7 decades
in temperature. See the text for details. f) G(T)/G(0) plotted versus
T/TK for different spins using the parameters obtained from fits,
listed in Table 4.1.
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Comment on temperature-independent constant offsets

In many papers in the literature, a constant background offset a is used in fitting

Kondo data to NRG calculations:

G(T) = G(0) f (T/TK) + a. (4.5)

There are reasons to justify such a parameter, and in our previous work on C60,

we introduced such a constant for the sake of completeness. However, the rule

of thumb is that the offset should be fairly small. Grobis et al. [85] note that

if the background offset is left as a free parameter, then the offset can be of a

substantial size, and G(0) and TK are affected by 20-30% each. Furthermore, the

net effect of the offset is that the fit is improved for large T, but worsened for low

T.

In principle, one can imagine that by leaving a andαS completely unrestricted,

a large range of data can be described. For this reason, we did not include a

background offset, and stuck closely with fixed values of ξ and αS. Furthermore,

because our experimental data lies in the relatively small T/TK regime, the

exclusion of a constant background would lead to a more accurate description.
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CHAPTER 5

STUDIES OF DEVICES WITH FERROMAGNETIC ELECTRODES

Two years of my Ph.D. were spent trying to make single-electron transis-

tors attached to ferromagnetic electrodes. These devices would allow for the

study of spin-dependent transport through quantum dots and perhaps more

tantalizingly, the study of high-frequency precession dynamics in individual

nanostructures. While these goals, in their numerous forms, were ultimately

not successful, the main ideas are worth revisiting in the future, perhaps with a

fresh set of hands. This chapter describes the fabrication and characterization of

ferromagnetic-electrode devices, as well as the progress towards experiments.

5.1 Motivation

Recent theories predict a wide range of physical phenomena that arise from

the interplay between spin-dependent transport and single-electron physics in

nanometer-scale quantum dots [97–103]. Controlled experiments that test these

predictions would provide valuable insight into the mechanisms affecting the

tunneling magnetoresistance (TMR), spin accumulation, the Hanle effect, as well

as interaction-induced magnetic fields.

However, due to the technical challenges involved in coupling an individual

quantum dot to ferromagnetic electrodes, the number of experimental studies to

date has been rather limited [51,104–107]. Developing strategies to reliably con-

tact molecules and nanoparticles to ferromagnetic electrodes with well-defined

properties would be of great importance, not only for the study of fundamental

phenomena, but also for potential magnetic memory and storage applications.
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In addition to DC measurements of spin-dependent transport, we were

also interested in pushing high-frequency measurement techniques [108, 109]

to study spin dynamics at the level of a single molecule or a nanoparticle. Such

experiments would allow a new level of spin control, and could provide de-

tailed information with regards to spin-torque-induced excitations as well as

mechanisms that limit spin coherence in these structures.

5.2 Device design and fabrication

There were numerous considerations in the design of the ferromagnetic-electrode

devices. Many of the considerations revolved around compatibility with high-

frequency measurements; the devices could be used for DC measurements as

well. First, we used a silicon wafer with a thick 10,000 Å oxide layer in order

to reduce capacitance, and hence, possible leakage of high-frequency current to

the substrate. We used highly doped silicon wafers, as has been tradition with

the magnetic nanopillar devices within the group, but later found out that a rule

of thumb1 for microwave measurements is to use silicon with a resistivity of at

least 100 Ω·cm to prevent losses due to substrate conductivity.

A second consideration was to keep the size of individual devices small and

well-separated from each other. The dimensions for each device, including con-

tact pads, were ∼ 400 µm × 400 µm, and the devices were separated by ∼ 1 mm.

Third, we sought to have compatibility with the CNS high-frequency probe sta-

tion, so the center of the contact pads were separated by 150 µm, to match the

pitch of the high-frequency probes. Fourth, the field of the electromagnet was

1See http://www.microwaves101.com/encyclopedia/microstriploss conductivity.cfm.
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A B

Gate

Source-
drain

Figure 5.1: a) SEM of a device, showing the 3 source-drain contacts on the upper
left and the 2 gate contacts. The junction region is marked by a white
box. b) A zoom-in of the junction region, showing the gate oxide,
Au pads, and the magnetic electrodes.

oriented 45◦ with respect to the probe arms, so to account for this, the devices

were also rotated 45◦. We allowed for three different possible orientations for the

probes to contact a device, so that the magnetic field could be applied at 0◦, 45◦,

or 90◦ with respect to the direction of the current. Finally, the electrode design

was optimized using OOMMF2 so that the magnetic moments of the electrodes

have a stable antiparallel alignment over a reasonable range of applied magnetic

field.

Scanning electron micrographs of a device are shown in Figs. 5.1a and b,

which reflect the points discussed above. The fabrication consists of 4 aligned

photolithography and 2 aligned e-beam lithography steps. First, we begin with a

patterning and etching of alignment marks for the remaining photolithography

steps. Then comes a 16 nm Au layer (the “thin” Au layer), which defines the

2http://math.nist.gov/oommf
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contact pads as well as the large features shown in Fig. 5.1a. The third step is the

“thick” Au layer, which involves deposition of ∼ 130 nm of Au onto a pattern

almost identical to that of the thin Au layer. The discrepancy lies in the junction

region (indicated by a box in Fig. 5.1a), where the thick Au layer is recessed by

∼ 5 µm so that an aligned e-beam layer that comes later will contact only the

thin Au layer. The last photolithography step is the ∼ 2 µm thick Al strip that

runs between the two gate contacts shown in Fig. 5.1a; the evaporation is done

at liquid N2 temperatures to promote surface smoothness of the Al film, and

the layer is then oxidized (Fig. 5.1b). Metal deposition for the photolithography

steps is done using e-beam evaporation, and a 1 nm Ti adhesion layer is used.

The e-beam lithography steps involve two locally aligned 16 nm thick Au

pads separated by ∼ 350 nm, followed by locally aligned 32 nm thick permalloy

(Ni81Fe19) ellipses; these features are shown in Fig. 5.1b. A very thin adhesion

layer (< 1 nm Cr) was sometimes used when evaporating the Py layer, but

no significant differences were noticed. The Au layer was deposited via e-beam

evaporation, but the Py layer was deposited via thermal evaporation, something

that will again be stressed in Sec. 5.2.5. The following sections will detail some

of the finer points of the fabrication as well as a few helpful hints.

5.2.1 Masks and alignment marks

The masks were made with a few additional features compared to that of pre-

vious generations. These helped with the alignment and processing steps that

came later in the fabrication. For the first mask that is used to define alignment

marks, we not only included the standard GCA keys, but also several global
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alignment marks for the VB6 and the JEOL. Typically, you would not rely on

these, but there was an occasion in which they were of immense help. If you

anticipate that the wafer may be processed in pieces, then it would also be helpful

to define a few more sets of GCA keys offset from the main one so that each

section of the wafer can be processed independently. CAD files for all of these

masks will be available on the Ralph group wiki site.

Etching alignment marks: Oxford 100

The alignment marks are etched into the silicon oxide (traditionally via the

PT72), then directly into the silicon (via the Unaxis). The PT72 has a nominal

etch rate of ∼ 30 nm/min for thermally grown oxide, but the average rate falls to

a small fraction of that value for a long run, thus causing much consternation.

For recent fabrications, I took advantage of the Oxford 100, which has a fast etch

rate of ∼ 120 nm/min for thermal oxide. The primary motivation for initially

using the Oxford 100 was the thick oxide layers. However, given its significantly

faster etch rate, I don’t see why the Oxford 100 should not be used for wafers

with thinner oxide. It will save much time and heart ache. After the oxide etch

step, the Unaxis is used to etch the silicon, as per the norm.

Mask for the thick Au layer: local alignment marks and dicing lines

In previous masks of break junction devices in the group, specific local alignment

marks were not defined, so that for e-beam lithography, very large features from

the photolithography steps were used for global alignment. This was clearly

non-optimal. So in the mask for the thick gold layer, I included 4 sets of alignment
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marks for the VB6 (a 10 µm× 10 µm square) and for the JEOL (a Greek cross with

arms that are 63 µm long and 3 µm wide). Long array marks were placed around

the VB6 squares to make it very easy to identify them under a microscope. These

alignment marks can be used for global alignment (e.g., by choosing one from

each of the four corner dies of the wafer) or for local alignment. Because the

alignment marks are made of >100 nm Au, the image contrast is extremely good

under an SEM such that the e-beam software identifies them without a hitch.

In addition to the e-beam alignment marks, dicing lines were included by

defining a 20µm border around the mask. These take the guesswork out of dicing

the wafer, which is the final and perhaps most frightening step of the fabrication

process. Also, in contrast to previous generations, all of the photolithography

was done using positive masks, as will be detailed in the next section.

5.2.2 Image reversal begone: using LOR

The traditional approach to photolithography in the group has been to use an

ammonia-based image-reversal process [47, 48, 110]. This procedure effectively

turns a positive photoresist into a negative one, and in the process, changes the

profile of the resist so that it develops an undercut. This characteristic is impor-

tant for metal deposition and liftoff because it helps to prevent a phenomenon

known as “fencing,” in which the edges of the lithographically defined metal

are clearly much taller than the rest of the feature (see Fig. 5.2a). It is impor-

tant to avoid fencing when doing multi-layer lithography, particularly when a

subsequent thin metal layer needs to be directly contacted over an edge.

Ammonia-based image reversal has given rather mixed results for our lithog-
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Figure 5.2: a) Demonstration of the “fencing” phenomenon in the deposition
and liftoff of a metal, as a result of a poor undercut from the image
reversal process (adapted from [110]). b) A LOR bi-layer recipe
produces nice undercuts, from http://www.microchem.com.

raphy (∼ 40% success rate) as well as for Ferdinand’s [110]. With the availability

of LOR resists3 at CNF, a complete switch from image reversal to LOR was made,

as the latter has been 100% reliable so long as the solution is reasonably fresh.

When the process does not work, owing to contamination or degradation of

the community-shared LOR, no wafers are wasted (unlike for image reversal),

because the lithography features are washed out such that one would not even

think about going ahead with metal deposition.

The LOR process basically consists of a bilayer recipe in which the LOR is

the bottom layer, and a photoresist (e.g. Shipley 1813) is the top layer. The

LOR is removed at a faster rate by the developer than the photoresist, so that

an undercut is created (see Fig. 5.2b). The recipe calls for a few extra spinning,

baking, and development steps, but given the success rate and robustness of

the specific recipe details, it is well worth the time. One other thing to note is

that LOR does not dissolve in acetone, so that for liftoff, a solution based on N-
3See http://www.microchem.com for specifications.
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Methyl-2-pyrrolidone must be used. There are two common ones: Microposit

Remover 1165 and Microchem Remover PG. Both strippers seem to be very

similar, but the latter is about twice as expensive (∼ $150 per bottle), so we use

1165. Here is a recipe that was found to work very well.

1. Clean wafer with acetone/IPA while spinning.

2. Dehydration: Bake wafers on a 180◦ C hotplate for 10 min.

3. Spin LOR3A4 in the polyimide spinner. Program two steps:

– Dispense the LOR while the spinner is at 500 rpm (200 rpm/s acceler-

ation, step time: 5 sec). It is okay to not do this dynamically.

– Spin for 45 sec at 3500 rpm at a ramp rate of 1000 rpm/s.

4. Bake at 180◦ C for 10 min (LOR soft-bake step).

5. Spin S1813 at 4000 rpm for 45 sec at a ramp rate of 1000 rpm/s.

6. Bake 2 min at 115◦ C.

7. Expose desired pattern on the stepper.

8. Do a post-exposure bake for 2 min at 115◦ C.

9. Develop the S1813 with MF321 for 60 sec on an automated machine. Use

a “double puddle” recipe if available. This is an incomplete, gentle devel-

oping step.

10. Bake at 135◦ C for 5 min. This step is critical, as it “hard bakes” the

photoresist and makes it more resistive to a developer, but does not do

much to the LOR.
4LOR5A and even LOR10A have worked well. These numbers indicate their nominal thick-

nesses in 100’s of nm for a spin at 3000 rpm. The solutions do get noticeably more viscous, so
properly dispensing them onto the wafer without bubbles will be more challenging. Recently,
the “B” series line has been introduced.
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11. Develop with 300MIF for 60 sec on an automated machine. Use a “double

puddle” recipe if available. This step finishes the developing process and

creates the undercut.

12. Descum in your favorite etcher, e.g. for 1 min on the Oxford 80.

13. Do an evaporation.

14. Liftoff in 1165 remover. Acetone will not remove LOR!

5.2.3 Rational electrode design: OOMMF simulations

The desired characteristics of the magnetic electrodes were both clean parallel

and antiparallel alignment of the magnetic moments over a reasonable field

range. Towards this end, I did some micromagnetic modeling in OOMMF before

deciding on the electrode designs. The two questions that I explored were: 1)

whether it is feasible for electrodes made from a single e-beam lithography

step to have the desired properties and 2) whether Kirill’s two-layer e-beam

design [111] could be further optimized.

For the one-step e-beam design simulations, a “hammer” shape, which con-

sists of an ellipse attached to thin leads, seemed to show the most promise. Two

prototype structures from an e-beam dose test are shown in Fig. 5.3a. With

regards to the switching dynamics, the basic idea for such a structure is that the

elliptical parts contain magnetic vortex states near the switching transition such

that the moments of the junctions are arranged antiparallel. In the actual device,

the “bowtie” parts were further widened and elongated to minimize resistance.

While promising in silico, the pattern ultimately did not work, as there were

issues with electromigrating the wires: the ellipses might be deformed during
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Figure 5.3: SEMs of possible electrode designs, from a dose test. a) “Hammer”
shapes, for fabrication with a single e-beam step. b) Several possibil-
ities for the magnetic electrodes, for a two-level e-beam lithography
process.

the electromigration process or the electromigration could happen at the wrong

place in the wire. Furthermore, all-Py wires broke at rather high voltages and

led to large gaps. So instead, I ended up using a two-layer e-beam process, in

which the first layer consists of two Au pads, and the second layer consists of

two small magnetic electrodes (e.g., see Fig. 5.1b).

Several of the considered designs for the second-layer e-beam step are shown

in Fig. 5.3b. Among them are the rectangle-triangle design used by Abhay [51]

and two ellipse variants. The shape of each electrode is different so that they

have different switching fields; for ellipses, this is achieved by having a different

semi-minor axis length in each electrode.

While all of these structures were eventually fabricated, only the ellipse de-

signs exhibited the desired properties in the micromagnetic modeling. Notably,

stable parallel and antiparallel configurations were fairly immune to small-

scale variations in the structure, which was an important consideration because
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first, e-beam lithography does not produce perfect ellipses, and second, the

post-electromigrated electrode shapes may show large variations. Furthermore,

slightly smaller ellipses seemed to show better properties in the simulations.

5.2.4 E-beam lithography

Leica VB6 scripts

All of the e-beam scripts and pattern files are neatly organized into subdirecto-

ries within the main [VB.USERS.RALPH.JOSH.FMR] directory. (The files for the

mechanical break junctions are in [VB.USERS.RALPH.JOSH.MBJ].) They include

dose tests, one-layer and two-layer magnetic devices, and Au devices as well.

The reader may find these scripts to be helpful, particularly for looking up ap-

propriate syntax to do alignment or a dose test. For each run, there are four

commands that need to be executed.

• @1 ALIGN MARK DEF.COM : Define alignment mark, a 10 µm × 10 µm square.

• @2 GLOBAL ALIGN.COM : Global alignment step.

• @3 CENTER WAFER.COM : Shift the origin to the center of wafer.

• @4 PROCESS NAME.COM : The actual writing step.

Two-level e-beam process

The two-level e-beam process consists of an aligned exposure of the Au pads

followed by an aligned exposure of the magnetic ellipses. Because the ellipse

patterns are fairly small, there is very little room for shifts and errors; doing only
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a global alignment results in a mere∼ 60% yield of usable devices. As a result, we

turned to local alignment. The wafer contains 132 dies (12 × 12 grid with 3 dies

in each corner left blank), and local coordinates were configured for every 2 × 2

grid, using alignment marks patterned on each die during a photolithography

step. Automated identification of alignment marks and coordinate calculations

significantly slow down the e-beam run. The writing time alone (excluding

pump down, calibration, and global alignment) for the Au pads can take more

than 4 hours, and for the ellipses more than 3 hours. Because of scheduling

restrictions, the e-beam runs may need to be done at odd hours.

E-beam resist recipes

Our group has been using a bilayer recipe consisting of a layer of MMA/MAA

on the bottom and a layer of 495K PMMA on top. While the recipe should give

good undercuts, it seems to noticeably reduce resolution and overall quality,

and requires higher doses than a PMMA layer alone. I have found that a single

950K PMMA layer does not seem to give much fencing effects, if any at all,

possibly since the PMMA layers are far thinner than photoresist layers; this

route may be one to consider. If concerned about undercuts, I imagine that a

495K/950K PMMA bilayer may give you the desired effects (because of different

resist sensitivities) without as large of a drop in resolution and quality.

5.2.5 Permalloy evaporations: do them thermally

This cannot be stressed enough, so even if it is a rather minor point, it is getting

its own section. For permalloy (Ni81Fe19) evaporations on the Sharon, do them
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thermally. When using new pellets for an e-gun evaporation, no matter how you

tweak the ramping, you will be re-creating Mount Doom inside the chamber,

splattering large pieces of lava-like material everywhere. Even when things

settle down, there is always the threat of an eruption, which can throw off the

crystal monitor and the chamber pressure, or even worse, happen in the middle

of evaporating onto your sample. If you closely examine your crucible after the

evaporation, you will probably notice that there are cracks; the Lesker website

tells us that the crucibles are good for only one evaporation (for Py). Bearing in

mind that these are your precious devices that we are talking about – not a certain

ring that needs to be destroyed in Mordor – doing a thermal evaporation using

a tungsten boat will save you much grief. Note that the required current will be

almost near the maximum threshold, so make sure your boat is well-contacted,

and be prepared to crank the current-control knob. We have not been able to

get liftoff to work after sputtering, but it may be worth trying, since evaporation

leads to Ni-rich permalloy, whereas sputtering preserves the content of its target.

5.3 Electrode characterization

Measurements were carried out in the CNS high-frequency probe station equipped

with an electromagnet as well as on a dipstick with superconducting coils on

the vacuum can. The numerous and recurring leaks on the probe station made

it very difficult to get stable contact at low temperature, and we were never able

to get good measurements on the setup. We eventually switched to a dipstick,

with plans to modify the stick for high-frequency measurements if experiments

looked promising. In this section, we describe characterization of the magnetic

electrodes using the dipstick.
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Magnet calibration

We made an effort to calibrate the dipstick magnet a little bit more carefully than

was done before. A Hall sensor was mounted onto a chip carrier and was cooled

to T = 4.2 K. Using a control current of 1 mA through the sensor, the Hall voltage

was measured as a function of the current supplied by the Kepco through the

superconducting coils. The result is shown in Fig. 5.4a, with the fitted slope

being 23.2 mV/A. Because these sensors vary wildly in their Hall coefficients, I

then calibrated the Hall voltage to the superconducting magnet controller on the

TLM dilution fridge, which was operated at T = 1.8 K. The results are shown in

Fig. 5.4b, with the slope of the fit (in the field range up to 1 T) being 238.9 mV/T.

From this, we determined that 1 A of Kepco supply current corresponds to a

field of about 0.0971 T.

Switching characteristics

In Fig. 5.4, we show measurements of the switching characteristics of elliptical

Py electrodes in which a nanoscale gap was created by electromigration. We

use as the definition for the tunneling magnetoresistance TMR = (RAP −RP)/RP.

Clear regions of high and low resistance suggest the formation of well-defined

parallel and antiparallel states. According to the Jullière Model [112], the TMR

provides information about the spin-polarization in the magnets

TMR =
2P2

1 − P2 , (5.1)

where P is the spin polarization of the magnetic electrodes. This quantity is

defined by P = (ν↑ − ν↓)/(ν↑ + ν↓) where ν↑ and ν↓ are the density of states for

spin-up and spin-down electrons, respectively, at the Fermi level. From the
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Figure 5.4: Magnet calibration and switching characteristics. a) Hall voltage
vs. Kepco current in a 4.2 K dunker. b) Hall voltage vs. dilution
fridge magnet reading at T = 4.2 K. c) Switching characteristics of
the electrodes T = 4.2 K.

∼31% TMR of our device, we estimate P ∼ 37%. This value is comparable

to a spin polarization of 35% obtained by point-contact Andreev spectroscopy

measurements in Py films [113]. Measurements of electrodes with bowtie or

rectangle-triangle shapes did not produce as large TMR values, and showed

significant device-to-device variations.

5.4 Experiments

We now describe several of the experiments that were pursued. While they were

ultimately not successful, my hope is the following sections may be a useful as

a starting point for a future student.
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5.4.1 Kondo effect with ferromagnetic electrodes

One experiment that was of interest was the study of the Kondo effect in a

molecule attached to ferromagnetic electrodes, particularly the prospect of us-

ing a gate voltage to control an effective magnetic field. Such an opportunity

is presented because a major difference in the physics of a system with ferro-

magnetic leads is the emergence of an exchange field. To motivate why such an

entity might exist, we can consider a localized spin on a quantum dot that is

well-coupled to the electrodes (as discussed in Chapter 2). In such a case, there

will be an appreciable exchange interaction of the form J s · S, where S is the lo-

calized spin and s represents a net spin for a ferromagnetic electrode at the Fermi

energy. To the localized spin, this interaction very much looks like a Zeeman

coupling HZ = gµBBex · S, so that the spin feels an effective magnetic field Bex

(the exchange field) when the electrodes are spin-polarized. Figure 5.5a depicts

a schematic of this situation. Both the source and drain electrodes contribute

an effective field, so that for parallel alignment of the magnetic moments, the

exchange field will be maximized, but for antiparallel alignment, the exchange

field contribution from each electrode points in opposite directions such that the

net exchange field may be reduced all the way to zero. In the presence of an

applied magnetic field B, the total field experienced by the localized spin will

just be B + Bex (Fig. 5.5a).

Pasupathy et al. [51] demonstrated a splitting in the Kondo peak for C60

molecules attached to Ni electrodes, a phenomenon that could be explained

by an exchange field [99]. The Kondo peak could be restored as the magnetic

moments of the electrodes were turned antiparallel, where any residual Kondo

splitting might be attributed to a difference in coupling to the source and drain
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Figure 5.5: a) When a localized spin is coupled to spin-polarized leads, an ex-
change field will emerge. Adapted from [106]. b) The exchange field
(in units of coupling strength Γ) versus the position of the localized
level. For this plot, U/kBT = 10, and the electrode is assumed to be a
half-metal. Adapted from [114].

electrodes or by a misalignment angle between the electrode moments.

The exchange field can be found analytically with the assumption of an

energy-independent tunnel coupling Γ [115]

Bex ' ΓP
π

Re[φ(ε) − φ(U + ε)], (5.2)

where P is the spin polarization of the electrodes, ε is the energy of the localized

spin with respect to the Fermi level, and φ is a variant of the digamma function.

Based on the above expression, we see that the exchange field requires spin-

polarized electrodes P , 0, a Coulomb repulsion U , 0, and good tunnel

coupling. The exchange field is also dependent on the level position ε, and

from Fig. 5.5b, we see that both the magnitude and sign of the field can be

controlled as a function of level position.

I cooled down the TLM in the Fall of 2007, and in measurements of Py-

C60-Py junctions, I started to see a few hints that suggested gate-control of the

85



exchange field (made somewhat ambiguous because of a leaky gate). However, a

preprint came out in arxiv in early November of that year, in which Hauptmann

et al. presented very nice data that demonstrated the things that I had set out

to explore. The work was published 6 months later [106], and I thank the

Copenhagen group for sharing their results early. In retrospect, perhaps I should

have pushed on, but at the time, I had an A-exam to take, and felt that there

were larger fish to catch (see Sec. 5.4.2), so I decided to focus on other projects.

I have never made ferromagnetic mechanical break junctions, but it may be

an interesting experiment to control the exchange field by varying the coupling

Γ. However, one may need to be careful about magnetostriction effects [116].

5.4.2 High-frequency measurements

The goal of these experiments was to progress towards electrical excitation and

detection of spin precession in an individual molecule or a nanoparticle – pos-

sibly at the level of a single spin. Our strategy was based on the microwave

techniques used in the measurement of precessional dynamics in magnetic

nanopillars, developed by the group [108, 109]. A few recent techniques for

single-spin detection have included very impressive advances in magnetic reso-

nance force microscopy [117] as well as clever use of spin-to-charge conversion

in GaAs double quantum dots [118, 119].

In a nutshell, our efforts to explore possible high-frequency dynamics in-

volved the following. In the first technique known as spin-transfer-driven

ferromagnetic resonance (ST-FMR) [109], an AC spin-transfer driving current

I(t) = I0 cos(ωt) is used to excite magnetic resonance, which in turn results in
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a time-varying magnetoresistance R(t) ∝ ∆R cos(ωt + δ) across the device. The

scheme for detecting the precession dynamics involves the measurement of the

DC component of voltage Vmix = 〈I(t)R(t)〉 = 1
2 I0∆R cos(δ) that appears at reso-

nance. In the second technique, a DC current is applied through the sample to

excite dynamics, and the spectrum of magnetoresistance oscillations induced by

the precession is measured [108].

Au electrodes

We actually began by exploring dynamics in devices with non-magnetic Au

electrodes. This was partially motivated by the STM experiments of Mannasen

et al. [120, 121] as well as Durkan and Welland [122], who examined the spec-

trum of the tunneling current through a single “spin center” – provided by a

nitrogen vacancy or a paramagnetic molecule. They observed a modulation of

the tunneling current at the Larmor frequency, which was interpreted as being

caused by the precession of a single spin. However, the reproducibility of these

experiments were somewhat in question, and the physical mechanism for the

observations was unclear: theories based on spin-orbit coupling and temporal

spin polarization had to be invoked to explain the data [123–125].

We did not necessarily expect to obtain results similar to those of the STM

experiments, but another motivation to examine this system was based on the-

ory [126], which suggested that spin-flip coupling between the localized spin

and the spin of the conduction electrons (somewhat similar to that of the Kondo

effect) is critical for an oscillating conductance, with Fourier components at both

the fundamental and twice the Larmor frequency. We applied the ST-FMR tech-

nique to junctions that contained C60, cobalt bis(Terpy-SH), or cobalt bis(Terpy-
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C5H10SH). While gateable Coulomb blockade and Kondo features were seen

in the DC transport, we did not observe any discernable signals in the high-

frequency measurements. The quality of the measurements on the CNS table-top

cryo probe station was generally poor.

Ferromagnetic electrodes

Ferromagnetic-electrode devices were then measured. A clear advantage for

such devices in comparison to those with Au electrodes is that any excitation of

spin dynamics in the molecular junction should result in resistance oscillations,

owing to magnetoresistance effects. On the theoretical side, Waintal and Parcol-

let have predicted that a spin-transfer torque exerted by a spin-polarized current

on a nanoscale magnetic grain can stabilize uniform precession states [127,128].

The biggest difficulty in carrying out these measurements were the small but

recurring leaks on the probe station. These leaks, which seemed to never fully go

away after repairs, led to poor electrical contact to the device by the probes as well

as very unstable junctions due to ice build-up on the chip. During the relatively

short periods in which junctions were stable enough to measure, no clear ST-

FMR or DC spectra signals were observed. After many months of wrestling with

the equipment, the decision was made to first switch measurement setups and

to then look at ways to fabricate devices incorporating magnetic nanoparticles.
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Figure 5.6: a) STEM image of 7 nm FePt nanoparticles. SQUID magnetization
hysteresis loops at T = 5 K for b) FePt nanoparticles coated with oleic
acid/oleylamine, c) FePt nanoparticles coated with hexylamine, and
d) Fe3O4 coated with oleic acid/oleylamine.

5.4.3 Magnetic nanoparticles

Angang Dong in Chris Murray’s group at the University of Pennsylvania syn-

thesized for us 7 nm FePt nanoparticles. These particles have very large uniaxial

magnetocrystalline anisotropy (Ku ' 7 × 106 J/m3), which results in magnetic

stability, and are therefore of interest for high-density magnetic recording ap-

plications [129, 130]. Annealing films of FePt particles can lead to very large
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coercivities, in excess of 20 kOe [131,132]. Without annealing, FePt particles are

fairly soft magnets, so we expect that they may be manipulated by an applied

magnetic field or a spin-polarized current without too much difficulty.

Figure 5.6a shows an STEM image of the synthesized FePt nanoparticles.

The particles appear to be monodisperse, with an average diameter of ∼7 nm,

as expected. We then investigated the low-temperature magnetic behavior of

films of the magnetic particles on Si/SiO2 substrates. In Figs. 5.6b-d, we show

the change in the magnetic moment of the FePt particles with different surface

groups as well as that of Fe3O4 particles (given to us just to try), as a function

of applied magnetic field, at T = 5 K. A hysteresis loop is observed for all the

particle films, consistent with magnetic behavior. We found that the coercivities

can vary, with Hc ≈ 1.5 kOe for FePt particles covered with oleic acid and

oleylamine (Fig. 5.6b), Hc ≈ 1 kOe for FePt particles covered with hexylamine

(Fig. 5.6c), and Hc ≈ 0.3 kOe for the much softer Fe3O4 particles covered with

oleic acid and oleylamine (Fig. 5.6d). These differences in coercivity may reflect

ligand effects, but may also be due to the particle synthesis conditions as well as

film preparation.

Aggregation in ligand-exchanged FePt particles

We next attempted to incorporate these particles into gaps between magnetic

electrodes. First, we focused on the ligand-exchanged FePt particles that had 4-

bromobenzenediazonium tetrafluoroborate on the particle surface. The reason

for this is that the as-made particles have on the surface oleic acid and oleylamine,

which are chains that contain 18 carbon atoms, through which we do not expect

to get measurable current. Figures 5.7a and b show the results of placing a
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Figure 5.7: Ligand-exchanged FePt particles in acetonitrile, drop cast and blow
dried a) on SiO2 and b) near the magnetic junction.

small drop of ligand-exchanged particles in acetonitrile onto a chip and blow

drying with N2 gas. The particles had a strong tendency to aggregate. In an

effort to obtain well-separated particles, we tried numerous things: varied the

particle concentration, used mixtures of different solvents, allowed air-drying,

and also used rare-earth magnets to create a perpendicular field during the

drying process. However, particle aggregation remained.

Angang then sent us more particles with different ligands such as hexy-

lamine. The idea was to have slightly longer ligands than that of the initial

ligand-exchanged particles so that they would be capable surfactants, but the

ligands would still be far shorter than oleic acid/oleylamine, for measuring

transport. Unfortunately, these particles did not appear to be stable after about

a week, which forced us to try other things.

91



100 nm

A

200 nm

B

Figure 5.8: a) and b) Images of two magnetic junctions on different chips, af-
ter each chip was dipped in a hexane solution of FePt with oleic
acid/oleylamine, and air dried. The magnetic ellipses were electro-
migrated prior to adding particles. The particle concentration was
lower in panel b) than in a).

Results of dipping and drying, using FePt particles with oleic acid/oleylamine

We noticed that FePt particles with oleic acid/oleylamine ligands in hexane did

not aggregate like the aforementioned ligand-exchanged particles, so we began

to focus on trying to assemble them. Because hexane evaporates very quickly,

an easy way to get particles onto the devices is to dip a chip into a dilute solution

of FePt in hexane and to let it air dry. Figures 5.8a and b show images of elec-

tromigrated junctions after this dipping procedure, in which the FePt particles

are incorporated into the gap between the magnetic electrodes. However, this

process typically led to arrays of particles in the junction as opposed to one or a

few particles. This in turn led to a lot of offset charge noise when trying to take

I-V measurements, and of course, very large voltages were required. Despite

lowering the solution concentration, the particles seemed to still have a pref-

erence for settling in the electrode gap. This can be seen in Fig. 5.8b, where a
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less-concentrated solution was used than in Fig. 5.8a, but the gap is still packed

with particles. A previous study with semiconductor nanocrystals and gold

nanoparticles have attributed this to a capillary force [133]. The sweet spot in

solution concentration for reducing particle density in the junctions appeared to

be over a narrow range, as there was a fairly abrupt shift from packed junctions

to empty junctions as the solution concentration was lowered. We were unable

to hit this sweet spot.

Self-assembly process

We then turned to self-assembly. The basic idea here was to create a densely

packed self-assembled monolayer (SAM) [134] of short alkanedithiol chains on

the electrode surface prior to deposition of the oleic acid/oleylamine-stabilized

FePt nanoparticles. The stronger affinity of the nanoparticles to the thiol groups

on the SAM may displace a substantial fraction of the oleic acid/oleylamine, so

that the particle may be effectively contacted to the electrodes by alkanedithiol

chains. Because this procedure involves long incubation times of up to several

days, we made an attempt to minimize exposure of the magnetic electrodes and

particles to air. First, we electromigrated the ellipses in vacuum on the McEuen

lab 4 K probe station, then immediately placed the chip into a ∼ 2 mM solution

of 1,6-hexanedithiol (Fluka) in absolute ethanol. Parafilm was placed around

the vial, which was stored either in vacuum or in a glove box for 24-48 hours,

so that a well-ordered SAM could form. Next, we quickly rinsed with ethanol

and transferred the chip to a solution of very dilute FePt particles in hexane for

at least 24 hours. This was also stored either in vacuum or in a glove box.

Figures 5.9a-c show the results of the assembly procedure. It took many
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Figure 5.9: a) through c) SEMs of junctions in which a FePt particle was incorpo-
rated by means of a 1,6-hexanedithiol SAM. The particles between
the electrodes are lightly highlighted in cyan. d) The I-V character-
istic of a device, showing a Coulomb blockade signature.

tries before things started to work, but once they did, all 25 devices on a chip

had either 0, 1, or 2 particles in the junction with respective ratios of ∼ 70:20:10.

Usually 1 or 2 devices per chip showed measurable currents at low temperature,

and a Coulomb blockade characteristic was always observed in the I-V. Of the

∼7-10 devices that were measured, none showed a gate dependence sufficient

enough to change the charge state, and many devices were still a bit switchy.

This prevented study of TMR through the nanoparticle, which would have given

an indication of the extent to which ferromagnetic properties were degraded by

some exposure to air.
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We also measured a few C60 devices as well. Since the molecules are first

deposited on top of the electrodes and the electromigration is done in vacuum

at low temperature, we expect to avoid effects of oxidation. A few C60 devices

showed some gate dependence, but the concentration of the C60 used was a bit

higher than optimal, as the transport characteristics suggested that current was

flowing through multiple molecules. I did not have time to further explore these

devices.

In this section, we have summarized progress towards fabricating single-

electron transistors attached to ferromagnetic electrodes. While a nice device

was not demonstrated, some of the ideas presented may be useful in the future.
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CHAPTER 6

ROOM-TEMPERATURE MEASUREMENTS OF SINGLE-MOLECULE

CONDUCTANCE

In the previous chapters, we focused on low-temperature transport measure-

ments of single molecules, in which we were concerned with transport regimes

rather than the quality and reproducibility of molecule-electrode contacts. We

now turn our attention to ongoing work in which we aim to measure and un-

derstand a molecule’s conductance at room temperature. This is done using a

statistical approach: by repeatedly forming and breaking metal-molecule-metal

junctions, and building and analyzing conductance histograms. We discuss

the development of the measurement apparatus (the “sewing machine”), and

present preliminary results. This work was done in collaboration with Eugenia

Tam and Mitk’El Benedict Santiago-Berrios. We thank Latha Venkataraman and

Jonathan Widawsky for valuable advice.

6.1 Introduction

Understanding the conductance of a molecule has been a very difficult problem.

On the experimental side, conductance measurements of a simple alkanedithiol

chain attached to Au surfaces have shown discrepancies of over 5 orders of mag-

nitude across different studies [135]. On the theoretical side, there is still ongoing

debate with regards to understanding the canonical example of benzenedithiol;

exotic bonding configurations [136] or a model of overlapping molecules [137]

need to be invoked in order to show better agreement with the original experi-

ment [138]. These issues point to a major difficulty in single-molecule measure-

ments: poor control over the molecule-electrode contact.
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One way to overcome this problem and to obtain meaningful information

about the conductance of a molecule is to take a statistical approach. This in-

volves constructing histograms by binning conductance values obtained by re-

peatedly making and breaking contact in a molecular environment (see Fig. 6.1a).

In the metal-atom contact community, this procedure has been used (in the ab-

sence of molecules) to obtain information about conductance quantization in

metallic point contacts [43]. As the size of the contact is narrowed by pulling

apart the metals, there is a stepwise decrease in the conductance. For monova-

lent metals such as Au, these steps occur approximately at integer multiples

of the conductance quantum G0 = 2e2

h , with the lowest 1 G0 conductance step

arising from a single-atom contact. If this procedure is done in the presence of

molecules, then additional steps below 1 G0 may be observed in the traces, which

indicates the formation of metal-molecule-metal junctions (Fig. 6.1b). Building

a histogram of these traces provides information about the conductance of a

molecule, averaged over many possible contact geometries and bonding config-

urations.

Smit et al. were the first to do low-temperature statistical measurements for

the conductance of a hydrogen molecule bridging Pt electrodes, using a mechan-

ically controllable breakjunction [60]. Xu and Tao shortly thereafter performed

room-temperature statistical measurements of bipyridine molecules in solution,

using a Au tip and substrate [139]. More recently, Venkataraman et al. mea-

sured molecules with amine end groups, and showed that amines form specific,

well-defined bonds to Au, which results in narrow peaks in the conductance his-

togram (see Fig. 6.1c) even without having to resort to data selection [140, 141].

Their results were also in good agreement with DFT calculations. Other room-

temperature studies in mechanically controllable breakjunctions have also been
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Figure 6.1: a) Schematic showing the repeated making and breaking of contact
in a molecular environment. b) Conductance traces taken during
the retraction cycle show quantization in the conductance above G0

and additional plateaus below 1 G0 when a metal-molecule-metal
junction forms, from [141]. c) For molecules with amine end groups,
clear peaks in the conductance histogram are seen below 1 G0 and
can be fit to a Gaussian or Lorentzian shape (see inset), from [141].

reported [142–144].

6.2 Instrument design

Our goal was to develop the capability to do such statistical conductance mea-

surements. Some of the primary requirements for the “sewing machine” in-

strument included 1) a fast and precise control of the Au tip movement so that

many make-and-break contact cycles can be completed in a short time, 2) a large
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dynamic range in the conductance measurement, from contact to tunneling, 3)

fast and timed data acquisition capabilities, and 4) low electrical, vibrational,

and acoustic noise.

6.2.1 Au tip movement

The controlled mechanical motion needed to make and break contact is achieved

in two stages, via a piezoelectric tip mounted on a motorized micrometer (M-

227.10 DC-mike high-resolution linear actuator with piezo tip from Physik In-

strumente). The micrometer, driven by the C-862 Mercury motor controller,

provides 10 mm of travel range for coarse movement, while the piezo tip ex-

tends/contracts by 20 nm per volt applied. Figure 6.2 shows a photograph of

the micrometer and piezo actuator. Attached to the piezo is a mount for the tip

holder machined from Kel-F R©. The substrate holder is also made from the same

material, and the substrate clamp is electroplated with gold.

6.2.2 Electronics

The main pieces of electronics that we use are the 24-bit National Instruments

PXI-4461 DAQ card1, an Ithaco Model 1211 current preamplifier, and a Keithley

2400 SourceMeter. We initially used a high voltage amplifier from Physik In-

strumente to drive the piezo, but we found that the noise level was far beyond

acceptable for our application. We eventually decided to drive the piezo using

the (unamplified) output channel of the DAQ card, because that gives us both

1A PXI chassis is needed to interface to a computer. Recently, a PCI version of this card has
been introduced.
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the resolution as well as the speed and timing that we need, through DAQmx

programming. The Ithaco is probably the lowest-noise current preamp on the

market. Its output is read through an ADC channel of the DAQ card, typically

at a rate of 40 kS/sec (the maximum rate is 204.8 kS/sec). The Keithley 2400 is

used as a bias voltage source for the Au tip. Initially, we used a second DAQ

output channel, but the PXI-4461 card does not like to supply static voltages, so

we chose to work around this by using the Keithley.

The original control and data acquisition system was designed around an

M-series multipurpose DAQ card from National Instruments, but the card did

not provide sufficient resolution for precisely driving the piezo with the output

channel or for reading small currents through the input channel. We therefore

upgraded to the 24-bit PXI-4461 DAQ card.

6.2.3 Noise isolation

Electrical noise

For electrical noise isolation, we removed as many potential ground loops as

we could. We also use an isolation transformer to float stubborn pieces of

equipment. In contrast to all DAQ cards that we have previously used, the

PXI-4461 has floating outputs and differential input modes, which further help

to reduce ground loops. We use a pi-filter on the output of the Keithley, which

provides a static bias voltage. We also snipped the ground wire in the power

cable of the Ithaco, after which the current preamp performs as well as running

on battery power. The rated spectral noise density of the Ithaco at 10−6 A/V gain

is 200 × 10−15 A/
√

Hz, and the setting has a maximum bandwidth of ∼ 30 kHz.
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Figure 6.2: a) Photograph of the instrument, showing the parts that control
the making and breaking of contact. b) A foam composite and
Acoustiblok R© soundproofing material are used for acoustic isola-
tion. The instrument sits on a bicycle inner tube on top of a vibration-
isolation table.

When applying a typical bias of 25 mV, this corresponds to an rms amplifier

noise of ∼ 1.5 × 10−5 G0. After these optimizations, we reached this noise floor.

If lower noise is required, the rise time of the current preamp can be increased.

Vibrational and acoustic noise

Initially, vibration isolation consisted of placing the instrument on top of a stack

of 16” diameter bicycle inner tubes, while acoustic noise was reduced by a

plexiglass box padded with a composite foam (Quiet Barrier R© Specialty Com-

posite). We later moved the system to a more quiet room, and we placed the
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instrument on a vibration-isolation table (Technical Manufacturing Corpora-

tion). To improve acoustic isolation, we replaced the old Plexiglass cover with

a fiberglass enclosure, padded inside with the composite foam and also a layer

of Acoustiblok R© soundproofing material, with the edges sealed with acoustic

isolation or caulking material (see Figure 6.2b).

6.2.4 Acquisition software

We wrote the acquisition software in National Instruments LabWindows/CVI.

A typical data collection cycle begins with an automatic approach of the tip

by micrometer movement. The piezo is then used to push the tip towards

the substrate, in increments of ∼0.2 nm. Once contact is achieved (i.e., the

conductance is greater than a few G0), a linear waveform is output to the piezo

to begin retraction at a rate of 10-20 nm/s for a distance of 3-10 nm. The current

is typically sampled at a rate of 40 kS/sec; the Au tip is biased at 10-50 mV.

Conductance traces are only recorded during the retraction phase of the cycle.

Under normal conditions, we are able to take a few thousand traces per hour.

The acquisition software bins the conductance counts after the completion

of each trace, and an updated histogram can be visualized at any point during

the data run. The user also has the option of saving individual conductance

traces. We have used uniform bin sizes, but this can give low counts at high

conductances if the bin size is chosen to be small. A logarithmically scaled

bin size, with each count normalized by its bin size, largely gets rid of this

problem [142]. The Schönenberger group has since gone further and built a

logarithmic current preamplifier [144]. A second issue to consider is that when
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the bin size corresponds to about 10 µV or smaller on the input of the acquisition

card, the binning is affected by intrinsic digitizing noise of the ADC. It can be

calibrated out by binning a uniform probability input (e.g., a linear ramp) with

the same scale used for the measurement histogram [145]. We have not yet run

into major issues with binning, but we plan to incorporate additional features

and corrections into the software.

6.2.5 Sample and tip preparation

The tip is a short piece of gold wire (Alfa Aesar, 0.25 mm, 99.999% purity),

freshly notched with a clean razor and pulled just before each experimental run.

The substrates are silicon chips with 2 nm Ti/100 nm of Au freshly evaporated.

If oxide forms on the substrate or the tip, many make-and-break contact cycles

are required before conductance steps are observed; also, there is usually a

small feature near ∼0.1 G0 in the conductance histogram. The tweezers, tip

holder and the substrate holder/clamp are cleaned and blow-dried with N2 gas.

Conductance traces are either taken in air or with the tip immersed in 1,2,4-

trichlorobenzene (TCB), a solvent that was chosen for its high boiling point of

213◦ C. In pure TCB, the histograms are featureless for conductances below 1 G0

and are almost identical to that of Au in air. To measure molecules, we place

5-20 µL of 1-5 mM solutions on the substrate. For molecules with amine end

groups, measurements are always made with fresh solutions, so as to make sure

that the amine groups have not oxidized.
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6.3 Preliminary results

In this section, we present preliminary results of our measurements of bare

Au junctions and of a few molecules with amine or pyridine end groups. We

chose to start by measuring these molecules, because they have been previously

studied [139, 141, 146], and are expected to lead to well-defined peaks in the

conductance histograms. As far as we are aware, our results represent the

first ones that directly corroborate the work of Venkataraman et al. All of the

histograms shown in the following sections were constructed without any data

selection. We are also currently studying other molecules.

6.3.1 Gold contacts

Before embarking on molecule measurements, we chose to first examine the con-

ductance of Au contacts, which has been thoroughly studied by many groups.

Figure 6.3a shows a conductance histogram assembled from 25000 breaking

traces of bare Au in TCB. We applied a bias voltage of 25 mV, and the Au tip was

retracted at 20 nm/s. We observe a sharp primary peak at 1 G0 and smaller peaks

near 2, 3, and 4 G0, consistent with previous studies of Au contacts. The down-

ward shift from integer multiples for the latter peaks have been attributed to

backscattering of electrons from defects near the contact [43]. Having observed

these results, we moved onto the study of molecules.
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Figure 6.3: a) Conductance histogram for Au in TCB without any molecules,
showing peaks in the conductance roughly at multiples of G0. b) Con-
ductance histograms for 1,3-diaminopentane, 1,4-diaminobutane,
and bare Au. A primary and a secondary peak is observed in the his-
togram for the molecules. c) Fits of the primary (red) and secondary
(dotted orange) peaks to a Lorentzian for 1,4-diaminobutane. The
secondary peak occurs at nearly twice the value of the primary peak.
d) Conductance histograms for 4,4’-bipyridine and bare Au. Two
prominent peaks near 2E-4 G0 and 6E-4 G0 are present, similar to the
observations in [146].
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6.3.2 Diaminoalkanes and 4,4’-bipyridine

We began by measuring diaminoalkanes, as they have been demonstrated to ex-

hibit well-defined molecular conductances [141]. We measured 1,3-diaminopropane,

1,4-diaminobutane, and 1,5-diaminopentane. The results for the first two molecules

are shown in Fig. 6.3b. The conductance histograms were derived from 3000

conductance traces taken in 1 mM solutions of diaminoalkanes in TCB. The

control traces of bare Au were taken in pure TCB. We used a bias of 25 mV, a

retraction speed of 10 nm/s, and a bin size of 10−5 G0.

As figure 6.3b shows, there is a clear primary peak in the conductance his-

togram for both molecules (marked as “1x” in the figure); there is also a faint

secondary peak (marked as “2x” in the figure) centered at nearly twice the con-

ductance value of the primary peak. The peak for the longer 1,4-diaminobutane

occurs at a lower conductance than that of the shorter 1,3-diaminopropane, as

expected, since a longer chain should be more resistive. We performed fits of the

primary and secondary peaks for both molecules, and we find that the peaks are

centered at 2.71±0.05×10−3 G0 and 5.65±0.07×10−3 G0 for 1,3-diaminopropane

and at 0.94 ± 0.04 × 10−3 G0 and 1.86 ± 0.1 × 10−3 G0 1,4-diaminobutane (shown

in Fig. 6.3c). These values agree well with those obtained by Venkataraman et

al [141], and the secondary peaks, occuring at roughly twice the conductance

of the primary peak, can be interpreted as due to two molecules conducting in

parallel.

We have also taken preliminary data on 4,4’-bipyridine (Fig. 6.3d). This

molecule has been shown to exhibit a high conductance peak at ∼ 6 × 10−4 G0

and a low conductance peak at ∼ 2 × 10−4 G0, which have been interpreted

as different stable configurations of the molecule that depend on the electrode
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separation. The quality of our data may have suffered a bit, as it was taken

before the vibration-isolation table was installed. Although the peaks in our

data are not as sharp as those reported in the results of Quek et al., the location

of the conductance peaks are still consistent with their results.

6.4 Future experiments

We would like to continue to make improvements to the instrument, add new

capabilities, and further explore ways to manipulate junctions and analyze in-

formation from individual conductance traces. One goal is to improve junction

stability, so that fast I-V traces might be measured. This would enable us to

study transport through a metal-molecule-metal junctions at room temperature.

In terms of new capabilities, we would like the ability to couple in light, for

the study of photochromic molecules, as well as the capability to do electro-

chemistry in situ, so that we can study redox molecules. Not only would we

study transition-metal complexes as a function of the metal center, but also as a

function of oxidation states. Finally, recent work has used mechanical manipu-

lation of the molecular junction [146] and analyzed the plateaus of conductance

traces [147], and we would like to build upon these studies to gain further

understanding.
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