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In this dissertation, I present signal processing techniques used in investi-

gating single molecule kinetics and interactions. The first chapter provides an

overview of signals and systems pertaining to single molecule studies. It dis-

cusses the need for signal processing, and gives a summary of current single

molecule techniques. The second chapter introduces two techniques developed

in our research using fluorescence microscopy, namely, spectral deconvolution

in multi-color fluorescent microscopy systems; and fluorescent pattern recog-

nition in the time domain using the correlation functions. In the third chapter,

spectral deconvolution is demonstrated in separating autofluorescence from the

fluorescence of enzyme label, used in quantitative fluorescence studies. In the

fourth chapter, I discuss the fabrication of sub-wavelength metallic apertures

that are used in single-molecule studies. I also discuss how optical properties

of these devices are modeled and characterized. In the fifth chapter, I demon-

strate how matched filter is used to give a precise quantitative measure of GFP

fluorescence upon GFP aptamer binding. Similar technique is used to recognize

photon bursts as a fluorescent molecule passes through an observation volume,

discussed in the sixth chapter. I use this method to analyze the mobility of

molecules in a fluidic channel. Chapter seven provides a summary and outlook

for future studies.
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1.1 Introduction

Figure 1.1: Artist rendition of the Voyager spacecraft. From NASA (67)

Having left earth 33 years ago and now ten billion miles away from home,

the Voyager spacecrafts are probing at the outer edge of our solar system. With

only 23 Watts of radio transmitter power, Voyagers 1 and 2 are still returning

scientific information about their surroundings through the Deep Space Net-

work (67). To put these numbers into perspective: seen from our back yard, ra-

dio signal from the Voyagers is dimmer than a cell phone display on the moon1.

Many engineering techniques have been used in listening to the faint whisper

from the Voyagers. As we look into the microscopic world of single molecules,

the same techniques applied to the far-and- beyond can be similarly used on the

near-but-tiny. This dissertation is an attempt at adapting some of the signal pro-

cessing techniques traditionally used in electrical engineering to fluorescence
1Assuming distance from Voyager 1 to the earth is ∼ 117AU and from moon to the earth is

0.0026AU
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microscopy.

1.2 Single Molecule Studies

1.2.1 Motivation of Single Molecule Studies using Fluores-

cence Microscopy

Apparent behavior from a large collection of molecules may not be completely

understood if it is not possible to study individual molecules one, or a few, at

a time. With advances in instrumentation, researchers can now observe and

track single particles through time and space, record their behavior and their

interaction with the environment. From the recorded information, the single

molecule’s basic physical, chemical, or biological properties can be obtained or

deduced. In addition, with repeated observations of many particles, we can col-

lect a statistical distribution of the properties we are interested in, which con-

tains far more information than an ensemble measurement in which only an

average is observable. Events that are rare will simply be averaged below the

unobservable limit. It is especially true in a heterogeneous system, where sin-

gle molecule measurements are needed to extract all the parameters. What’s

more, with improvements in both experimental hardware and software, single

molecules can be observed and analyzed in real time, and separated based on

one or several of their basic properties such as charge, mobility, and fluores-

cence, resulting in targeted isolation, separation, and characterization.

At this time, the optical approach is one of the mature technologies used

3



in studying single molecule dynamics, because the existence of a photon cre-

ates high contrast to back-ground, compared to for example electrical detec-

tion. However optical method has to overcome such technical barriers as flu-

orescence labeling, (fluorescence) background discrimination, and diffraction-

limited far-field illumination. In this dissertation, we will focus our discussion

on optical fluorescence microscopy in studying single molecules.

1.2.2 Signal Processing in Single Molecule Studies

The underlying principle of single molecule study is not fundamentally differ-

ent from other disciplines in the physical sciences, or from the first human hunt-

ing down a rabbit with a stone: to the object of curiosity, we interrogate it with

some form of energy, such as a burst of electricity, a beam of light, or a swinging

baseball bat, and look for a response. The response may contain the information

we look for, which we call signal. The response may also contain energies that

we do not wish to collect, which we lump together with errors that may have

been contributed from the methodology, the environment, and ultimately the

observer, and call it noise. In short, the collected raw data contains both signal

and noise, as shown in Fig. 1.2.

Figure 1.2: Block diagram of system estimation process. Due to uncer-
tainty in measurement, an estimation of the state of a system
is never the exact replica of reality.
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To understand our object of interest, we would like to separate signal from

noise, in other words, maximize the energy contained in the signal, and mini-

mize that in the noise. The procedures performed on a signal in order to extract

information, is called Signal Processing. Signal processing is performed to en-

hance the information contrast to noise, in order to obtain the best estimation

of the system of interest. We stress here that what we obtain from our signal

is at best an “estimation” of the system, and not necessarily the actual state of

the system. The estimate can be made as close as possible to the actual system

provided the noise energy can be made as small as possible compared to the

redundancy in measurement.

1.3 Techniques to increase SNR in Single Molecule Studies

Since the goal of “Single Molecule Study” is to study single molecule, the funda-

mental requirement is such that the signal energy obtained from single molecule

is sufficiently high compared to noise energy, such that single molecule proper-

ties can be determined (61). This leads to two subsequent requirements: 1, there

is only one molecule in the observation volume; and 2, after integration, signal

energy is higher than noise energy.

1.3.1 Limit the Number of Observable Molecules

The average number of molecules N in a given volume V depends on the con-

centration C:

N = C × V (1.1)
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Certainly the instantaneous number of molecules in a given volume V at

any time t follows a Poisson distribution (see section 5.6.1), but to reduce aver-

age N, we can reduce concentration C, i.e, dilute analyte, or reduce observation

volume V , for example using near-field optical techniques to bring probing vol-

ume really close to the single molecule (e.g, STM, AFM, NSOM, or FRET with

membrane bound receptor), or a combination of these methods that reduce both

the average concentration and observation volume.

Decrease Concentration

There are two mechanisms to decrease analyte concentration. One is to phys-

ically increase separation between molecules, which is what we normally con-

sider “dilution”; and the other is to chemically or optically make fraction of the

analyte un-detectable.

Physical Dilution The most straight-forward way to decrease the number of

observable fluorophores in a given volume is to dilute the sample. In a typical

diffraction limited optical set up, a laser spot can be focused down to ∼ 500nm

diameter laterally and 7µm. Concentration below 100pM would result in less

than one molecule per focal volume on average. However even the de-focused

part of the laser beam can still excite fluorophores in bulk solution, though with

less power, and still contribute to the fluorescence background.

Opto-chemical Dilution using Switchable Fluorophores With careful engi-

neering of fluorescent molecule pairs, switchable fluorophores can be stochasti-

cally switched from dark state to fluorescent state. As long as the number of flu-
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orescent molecules is relatively low, such that they are spatially distributed far

apart, they can be distinguished from one another. This technique is often used

together with Point-Spread-Function fitting to reconstruct ultra-high-resolution

images (82).

Reduce Observation Volume

There are two ways to reduce observation volume. One is to block out illu-

minated region of the sample – confocal microscopy is an example of physical

blocking, STED is an example of optical blocking; the other is to limit excitation

volume by using near field techniques, for example using ZMW, TIRF, or by

mathematical probability multiplication such as two photon microscopy.

Confocal Microscopy Considered a far-field technique, confocal microscopy

uses a diffraction limited laser spot to illuminate the sample. The region of in-

terest however, is selected in the image plane using a small pin-hole (77). Light

is therefore rejected from out-of-focus regions. This set up results in an approx-

imate cylindrical observation volume, with 500nm diffraction limited laser spot

width, and 2µm height limitation due to spherical abberation. With volume on

the order of a femtoliter, confocal microscopy allows single fluorophore obser-

vation with up to nano-molar concentration.

Though the pin-hole at the image plane cuts down out-of-focus light, the

confocal technique is still diffraction-limited, and has an larger observation vol-

ume compared to other near-field techniques such as NSOM. However confocal

microscopy has several important advantages over near-field microscopy. First

of all it allows large laser power to be used and hence more photons can be
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collected within a small period of time. Secondly with synchronized scanning

mirrors in the illumination and detection paths, confocal microscopes offer 3-

dimensional sectional capability with non-invasive detection, which means it

can image into reasonably thick cell or tissue sample and still obtain great reso-

lution.

In Chapter 3, we use confocal microscopy to study cellulase binding to pre-

treated wood particles.

STED Using technique called stimulated emission depletion (STED), Hell et

al has demonstrated 4.5× improvement of resolution compared to diffraction-

limited fluorescence microscopy. By using a second laser source to effectively

induce transition and deplete most of the fluorophores from the excited state,

fluorescence from the only remaining fluorophores are selected temporally for

detection and constitute a super resolution image (28). Similar to other far-field

fluorescence techniques, STED proves to be non-invasive and has been increas-

ingly applied in the biological as well as in the material sciences (86).

Two Photon Microscopy Like confocal microscopy, two-photon microscopy

is also a far-field technique that offers three-dimensional spatial resolution. Ex-

citation probability increases quadratically with the photon intensity. Therefore

out of focus excitation probability, and hence fluorescence intensity, drops off

quickly, leading to an inherent small focal volume, defined by probability mul-

tiplication of two 3-dimensional Gaussian-like intensity functions (17, 106).
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Total Internal Reflection Fluorescence In total internal reflection fluorescence

microscopy set up, incoming excitation light beyond critical angle is completely

reflected. However an evanescent wave exists at the substrate-liquid interface,

providing enough energy to excite fluorophores that happens to be located in

this ∼ 100nm region, thus achieving optical confinement in one dimension. This

method can be combined with other microscopy techniques to provide high

resolution imaging. However it is often used for tracking molecules in a 2-

dimensional bound surface such as membranes.

Zero-Mode-Waveguides Zero Mode Waveguides are sub-wavelength aper-

tures milled in optically opaque film supported on fused silica substrate. These

apertures are typically manufactured with diameters on the order of 100nm.

Evanescent field is established at the entrance of the waveguides if no propa-

gating modes exist, resulting in zeptoliter observation volumes, allowing micro-

molar concentration fluorescence microscopy not achievable using either confo-

cal or even TIRF. In fact ZMW technique is similar to that of NSOM, in that flu-

orophores are excited only when they are in the vicinity of the near-field of the

optical excitation, however unlike NSOM, ZMWs are fixed relative to the sam-

ple, where as samples diffuse in and out of the focal volume, where as NSOM

tip can be scanned across the sample and search for regions of interest.

NSOM Like ZMW, a diffraction-limited illumination volume can be achieved

using near-field optics, where optical energy is guided via an optical fiber,

and aluminum coating at the tip of the fiber restricts scattered light and re-

duces background illumination into the sample (98). A non-scanning version

of NSOM devices base off dielectric-filled ZMWs have been introduced recently
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to study membrane-bound diffusers (39).

Other Techniques Single molecule spectroscopy, for example used in fluores-

cence resonance energy transfer or FRET, is often achieved by confocal detection

or by excitation with an evanescent wave generated by total internal reflection.

Furthering these two techniques, that is, excitation using an evanescent wave

while detecting using a confocal set up, is achieved by Zero-Mode-Waveguides,

which we discuss in detail in Chapter 4.

1.3.2 Integrate to Utilize Redundancy

When we have done due diligence and minimized observation volume, mini-

mized background fluorescence, cooled our cameras to reduce electronic noise,

what else can we do to increase signal to noise ratio and make our estimate x̂

approach x with infinitesimal error?

Fig. 1.2 suggests that we can use a priori information in aid of signal inte-

gration, and utilize redundancy in signal to help increase signal-to-noise ratio

after integration. Since redundancy is correlated with the signal, and noise is

uncorrelated, therefore after averaging or integration, signal is enhanced with

respect to uncorrelated noise.

Examples of redundancy in language can be readily found. For example the

sentence:

“Helo world.”
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is easily interpreted as “Hello world.” by most readers familiar with the English

language, despite the missing letter “l”. There is enough redundancy built into

this phrase for us to use our prior knowledge that “helo” is not an English word,

whereas “Hello” is. Similarly, fluorescence microscopy can utilize redundancy

in increasing signal to noise ratio, provided we have prior information as to how

to correctly interpret and utilize the redundant signals.

Integrate All Photons A single fluorophore can emit 105 ∼ 106 photons be-

fore photo bleaching. While the overall detection efficiency of ultra sensitive

optical system allows 5% photons to be converted into electronic pulses, thus

representing 5000 − 50000 photons per single fluorophore before photo bleach-

ing (70). Although most of the time we do not illuminate a fluorophore until it

bleaches, we would like to collect as many photons as possible. In spatially lo-

cating a fluorophore, the uncertainty of a fluorophore’s position decreases with

the increase of
√

N where N is the number of collected photons.

In a technique called fluorescence imaging with one-nanometer accuracy

(FIONA), more than 10,000 photons can be collected from a single fluorescent

molecule and its image fit to a point-spread-function, resulting in uncertainty

of the fluorophore’s localization on the order of 1nm (110). Here not only was

redundancy used (large number of photons), a priori knowledge is also applied

that the detected image can be fit to a Gaussian point-spread function such that

the centroid of the function is taken as the location of the fluorescence emitter.

As we can see in super resolution microscopy, the number of photons is

important in reducing uncertainty, and hence improving resolution of the im-

age. To collect more photons, ultra-sensitive avalanche photodiode can be used
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where possible in place of CCD cameras; 4π collection has been used to double

the number of photons collected (27); Oxygen reducing agents can be used in

buffers to increase fluorescence life time of fluorophores before photo bleaching,

as well as reducing triplet state (99, 100).

Whereas FIONA takes advantage of the fact that fluorophores are spaced

so far apart that only one fluorophore exists in the region of interest, its point-

spread-function fitting routine cannot be applied directly to complex images.

Because complex images contain large number of fluorophores. Sub-diffraction-

limit imaging by stochastic optical reconstruction microscopy (STORM) over-

comes this difficulty by using switchable fluorophores to randomly increase the

separation and lower the concentration of fluorescent molecules in the field of

view, allowing reconstruction of sub-diffraction limit optical images of complex

structures (82).

In STORM, we see a combination of increasing redundancy, i.e, increase sig-

nal and reducing concentration, i.e, reducing uncertainty or noise, in order to

increase signal to noise ratio.

1.4 Maximize Signal Energy by Temporal or Spectral Integra-

tion

The methods, spectral deconvolution and matched filtering, described in Chap-

ter 2 and demonstrated Chapter 3 and 5 follow the general principle that all

usable photons should be integrated in order to get the best estimate of the sys-

tem.
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Spectral deconvolution uses the fact that fluorescence emission has a spread

in the optical spectrum, and in multi-color optical detection systems, photons

emitted from one fluorescent species may fall into several color channels. Re-

combining signals from multiple color channels allows us to correctly quantify

fluorophore concentration.

Whereas FIONA fits a point-spread-function in the spatial domain,

matched filtering fits a similar photon distribution function in the time do-

main. This method is used to identify stochastic single molecule events

in nano-interrogation devices such as nanofluidic channels and Zero-Mode-

Waveguides. We will describe these two methods in detail in the next chapter.
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Chapter 2

Signal Processing Techniques Used in
Single Molecule Studies
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2.1 Introduction

Although spectral deconvolution and matched filtering techniques seem quite

distinct, the underlying principle is the same: integrate as much signal energy as

possible, and reject as much noise energy as possible. In spectral deconvolution,

one fluorophore’s emission is collected in multiple detection channels, partially

overlapping with another fluorescent species’ emission and collection bands.

Linear transformation converts photon energy from each collection channel and

attribute them to their rightful emitter. Though seldom necessary in fluores-

cence imaging that examines the existence of a fluorophore, this technique is

essential when quantitative fluorescence microscopy is used to enumerate flu-

orescent molecule accumulation, for example, as we applied later in Chapter

3.

Matched filtering, unlike spectral deconvolution which operates in the spec-

tral domain, uses temporal information to enhance signal to noise ratio. Its

development and application can be traced back to the emergence of radar tech-

nology in World War II (71). The general idea is to base one’s interpretation of

information on all of the energies collected, where redundant energy helps to

enhance signal to noise ratio, and has roots deep in our languages.

Although both methods estimate the state of a system, the difference be-

tween these two methods is the selection model that is based on a priori knowl-

edge. For spectral deconvolution, the spectrum of each fluorophore is deter-

ministic and does not change from measurement to measurement. On the other

hand, the selection model for matched filter is based on an ensemble average

of large number of stochastic events, and therefore is a maximum likelihood
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model.

2.2 Spectral Deconvolution

Fluorescence microscopy has been used in monitor protein activity in vivo and

in vitro. In most cases, the actual number of fluorophores is not as important

as verifying the existence and the kinetic activities of proteins. But in quanti-

tative fluorescence microscopy, the fluorescence intensity represented by fluo-

rophores is a direct measure of either enzymatic activity, or binding of labeled

ligands. For example in our study of cellulase binding to cellulose, the rate of

fluorescently-labeled cellulase binding to immobilized substrates was inferred

from the observed fluorescence increase, it was essential to separate label flu-

orescence from other fluorescence sources. In many cases, careful selection of

fluorescence emission filters would be adequate in discriminating the two, giv-

ing excellent qualitative, if not quantitative, description of fluorophore distri-

bution (65). However, to obtain meaningful numerical values of fluorophore

concentration, spectral deconvolution is needed. Knowing the spectral shape of

each fluorochrome in the system, and knowing the photon collector response to

the rise of fluorescence signal (the simplest being a linear response), fluorophore

concentration can be back-calculated from collected photons. As will be seen

later, knowing the rate of change in collected fluorescence signal is sufficient in

estimating binding coefficients.
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2.2.1 Motivation: Spectra Bleed-Through

Fig. 2.1 provides an illustrative example of labeled enzyme binding to an aut-

ofluorescent wood particle substrate. From the SEM image of a wood particle

(left), we can clearly distinguish the edge of the particle, with rich binding sites

for cellulases, and lignin-rich hemicellulose region in the middle, where fibers

are seemingly bundled up into nodules. It is in these lignin-rich region that

we find the highest autofluorescence, whereas the edges of the particle attract

more labeled cellulases. However it does not mean cellulases do not bind to the

lignin-rich region. As we will see in Chapter 3, separating autofluorescence of

particle is essential in determining binding rate of cellulase enzymes.

Pre-treated wood particles have strong autofluorescence when excited with

a 488nm laser, as we can see in Figure 2.2 which shows the spectral signature

of pretreated wood, and AF488, when excited with a 488nm laser. We see there

is significant overlap of the two. In addition, the emission tail of pre-treated

wood particles extends to the range of AF647 emission spectrum (not shown).

Therefore if used without processing, raw fluorescence intensity would intro-

duce considerable error due to spectral cross-talk in quantitative fluorescence

microscopy.

2.2.2 Quantitative Fluorescence Microscopy

When measuring fluorescence in bulk, the collected fluorescence intensity IPMT

by a photo multiplier tube (PMT) is a function of excitation light intensity IEX,

number of fluorophores n in the focal volume, the average extinction coefficient

σ of each fluorophore, quantum yield ϕ f of the fluorophore, collection efficiency
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of the optical system η, transmission properties of the emission band-pass filter

T BP, and quantum yield ϕPMT of the PMT, written as,

IPMT = IEX · σ · n · ϕ f · η · T BP · ϕPMT (2.1)

Fluorescence is the emission of a photon during electronic transition from

the first excited singlet state to the ground singlet state after optical excitation.

The photon energy is equal to the difference between the lowest vibrational

level of the excited state and the vibrational level of the singlet ground state

Figure 2.2: Normalized emission curves of AF-488 and pre-treated wood
particles when excited with 488nm laser. Fluorescence spec-
tra were taken with Leica TCS SP2 Confocal laser scanning
microscope (Leica Microsystems, GmbH, Wetzlar, Germany)
with prism and variable slit, recording emission from 500nm
to 700nm at 10nm steps and 10nm spectral bandwidth. Data
and error bar at every wavelength are average and standard
deviation of pixel values of the image for that wavelength, re-
spectively.
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(58). Therefore the emission spectrum of a fluorophore does not depend on

the number of its species, n, or the intensity of the excitation beam. In other

words, holding constant excitation light intensity IEX, and maintaining physical

environment of the fluorophore and hence maintaining a constant σ and ϕ f , the

following equation for the collected fluorescence intensity is obtained for each

optical system set up (i.e, same microscope objective),

IPMT = α · n (2.2)

where

α = IEX · σ · ϕ f · η · T BP · ϕPMT (2.3)

If there are two species of fluorophores n1 and n2, being illuminated simul-

taneously, and their fluorescence collected by two photon collection channels,

separated by distinct emission band-pass filters, each PMT observes an inten-

sity given by

 IPMT
1

IPMT
2

 =
 α11 α12

α21 α22

 ·
 n1

n2

 , A ·

 n1

n2

 (2.4)

where we have defined the cross-talk matrix A that completely describes the dis-

tribution of fluorescence signal from each fluorophore species into either photon

collection channels. Each matrix coefficient αi j is

αi j = IEX · σ j · ϕ f
j · ηi · T BP

i j · ϕPMT
i (2.5)

where i denotes collection channel number, and j a fluorophore species. Since

each fluorophore’s emission spectrum covers a range of wavelengths, depend-

ing on the bandpass filter used in each optical path, the off-diagonal elements

of A may not vanish, which results in signal bleed-through.
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To accurately discern the number of bound enzymes, it is necessary to deter-

mine each individual element αi j and calculate the number n j from IPMT
i using

the relationship  n1

n2

 = A−1 ·

 IPMT
1

IPMT
2

 (2.6)

Commercially available software abound to do spectral deconvolution with

known fluorophores and system set up. With uncharacterized fluorophores or

a custom optical system, it is necessary to measure αi j. To find α11 and α21, IPMT
1

and IPMT
2 are measured with a known n1 while n2 is set to 0. α12 and α22 can be

found in similar fashion with known n2 and holding n1 = 0. This method can

be easily expanded into multi-channel, multi-fluorophore system, as long as A

is not singular.

2.2.3 Demonstration of Spectral Deconvolution

Determine Linear Range To determine the range of fluorescent signals we

could safely take without saturating photo detectors, we characterized the

CLSM using Alexa Fluor 488-5’-dUTP and Alexa Fluor 647-5’-dUTP (Molecu-

lar Probes, Eugene OR) at various concentrations. From these measurements

shown in figure 2.3, we determined that for a 12-bit image with maximum pixel

value of 4095, pixel intensities below 3500 were seen to be linearly related to flu-

orophore concentration (79), a necessary condition for spectral deconvolution

using linear transformation.
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Spectra Separation Since AF-labeled cellulase binding was inferred from ob-

served temporal fluorescence increase on immobilized substrates, it was essen-

tial that we completely separate AF488/647 fluorescence from wood autofluo-

rescence, that is, obtain the coefficients in cross-talk matrix A, which in this case,

is a 3 × 3 matrix.

Fluorescence emissions from Alexa-fluorophore labeled enzymes, as well as

that of wood particles’ autofluorescence, were collected in three discrete chan-

nels, separated by emission filters 505-525nm, 560-620nm, and 655-755nm, as

seen in Fig. 3.1. By measuring signal outputs from each channel with one

fluorochrome species at a time, we calculated each fluorophore’s spectral dis-

tribution in each collection channel, as shown in Fig 2.4. Using this result, we

estimated and corrected for spectral bleed-through in fluorescence images taken

Figure 2.3: Determining linear range of CLSM system by imaging (a) 5’-
dUTP-Alexa 488 and, (b) 5’-dUTP-Alexa 647 fluorophores at
concentrations between 20nM and 10µM, with excitation lasers
at 488nm, 543nm and 635nm all set at 2% of respective max-
imum power levels. For a 12-bit image, pixel intensities less
than 3500 are assumed linearly correlated with fluorophore
concentration.
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with all three fluorochromes.

For our system, the cross-talk matrix used in spectral deconvolution was

found to be:

A =


0.87 0.14 0

0.13 0.52 0

0 0.34 1

 (2.7)

We demonstrate the utility of spectral deconvolution in Chapter 3, where

we studied the adsorption rate of fluorescently labeled cellulases to pretreated

Figure 2.4: Relative spectral intensity distribution of Alexa-488, autoflu-
orescence of pretreated wood, and Alexa-647, in three collec-
tion channels. The actual numerical values form the cross-talk
matrix elements αi j of A, and is used in spectral separation
to recover each fluorophore’s concentration, and deduce the
amount of bound enzymes
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wood particles.

2.3 Matched Filtering

2.3.1 Where Do We Need Matched Filtering

In single molecule discrimination experiments using nanofluidic channels, such

as single molecule sorting, voltage switching decision is made upon the detec-

tion of the presence of a molecule. Presence of a molecule is detected by the flu-

orescence signal from avalanche photo diode. However often times the detected

fluorescence signal is rather low, and decision has to be made on only a few or

tens of photon collected within the sub-millisecond period of molecule transi-

tion through illumination volume. We find ourselves in the situation similar to

those engineers working on the first generation of radar defense system: deter-

mine whether a faint radar signal constitute a remote aircraft. In 1943, North

proposed the concept of “Integration after Detection” as opposed to “Detection

after Integration”, and demonstrated its advantage of maximizing the signal to

noise ratio on a system with known signal period (71). His research laid the

foundation of theoretical development of matched filtering that is ubiquitous in

today’s communication devices.

2.3.2 Problem Definition

In fluorescence study using nano interrogation devices such as nanofluidic

channels or ZMWs, when there is no fluorescent molecule in the focal volume,
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the reported photon pulses are from:

1. Reflected excitation light that is not completely blocked by emission filter.

This contributes the majority of extra photon counts;

2. Dark count of APD, which is pretty rare at approximately 100 counts per

second, or fewer than one per single molecule transition period, which is

on the order of 1ms;

3. Ambient light, which is rather low and negligible if we keep the optical

detection area well shielded;

4. Autofluorescent species in solution and fluorescent molecules in bulk so-

lution that are excited by scattered illumination laser

Fluorescent signals from items listed above constitute a semi-constant noise

background that we can attempt to reduce, but not completely remove. As a

fluorescent molecule comes through the focal volume, we will need to discrim-

inate a burst of photon pulses from noisy background and make a decision on

whether the photon burst constitute a real molecule transition event.

For simplicity, we lump the background noise into a stationary random pro-

cess n(t) with a constant mean and standard deviation σ, and define its average

power as E[nn†] = Rn, where the (†) denotes a hermitian operator. For real n, n†

is simply its transpose.

In mathematical form, the APD output can be written as:

x(t) = s(t) + n(t) (2.8)

where s(t) is the burst of photon pulse due to fluorescent molecule of interest.
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Our goal is to process x(t) and correctly identify the occurrence of single

molecule events that produce s(t) > 0 while minimizing the probability of error.

2.3.3 Matched Filter and Cauchy-Schwarz Inequality

Let’s denote the linear process we subject x(t) to as h(t). The output y(t) of such

process can be written as:

y(t) = h(t) ∗ x(t) = h†x = h†s + h†n = ys + yn (2.9)

where ∗ denotes convolution in the time domain, and h† is the hermitian con-

jugate transpose of h1. Our goal is to design h so as to maximize the signal-to-

noise-ratio of y(t).

The signal-to-noise ratio (SNR) of the output signal, y(t), is

SNRout =
|ys|2

E[|yn|2]
=
|h†s|2

E[|h†n|2]
(2.10)

We rewrite the denominator as:

E[|h†n|2] = E[(h†n)(h†n)†]

= E[h†nn†h]
(2.11)

and h is not stochastic and can be moved outside of the expectation operator:

E[|h†n|2] = h†E[nn†]h

= h†Rnh

= h†(R1/2
n )†R1/2

n h

= (R1/2
n h)†(R1/2

n h).

(2.12)

1Since integration is a linear operation, we write it in matrix multiplication form, where h can
be of infinite dimension. In practice however, h is truncated, making it a finite impulse response
(FIR) filter.
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Similarly, we rearrange the numerator:

|h†s|2 = |h† · 1 · s|2

= |h†(R1/2
n )†(R−1/2

n )s|2

= |(R1/2
n h)†(R−1/2

n s)|2

(2.13)

So we have

SNRout =
|(R1/2

n h)†(R−1/2
n s)|2

(R1/2
n h)†(R1/2

n h)

6 [(R1/2
n h)†(R1/2

n h)][(R−1/2
n s)†(R−1/2

n s)]

(R1/2
n h)†(R1/2

n h)

= s†R−1
n s

(2.14)

where we have used Cauchy-Schwarz inequality ∥A · B∥2 6 ∥A∥2∥B∥2, where

equality holds only if A = αB. Here A = R1/2
n h, B = R−1/2

n s.

Therefore the upper bound of SNR is achieved only if R1/2
n h = αR−1/2

n s, or

h ≡ αR−1
n s, where α is some constant. In words, the shape of the filter h in time

domain should match the temporal shape of the photon pulse s(t).

2.3.4 The Adaptive Filter

Now that we know the impulse response of the filter needed to maximize SNR

is the signal itself. But without the signal, we cannot obtain the filter. That is,

without the result in Fig. 1.2, we do not have the a priori knowledge required in

Fig. 1.2 to control the estimation process. It is thus a convoluted process. For-

tunately, an autocorrelation function G(τ) of x(t) can be calculated. Since noise

n(t) is uncorrelated to s(t), signal and noise is separated in G(τ). Therefore we

can use autocorrelation to obtain an average of ⟨s(t)⟩, and then build a matched

filter h(t) = ⟨s(t)⟩ normalized to integral 1.
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Wiener-Khinchin Theorem Wiener-Khinchin Theorem states the Fourier

Transform 2 of an autocorrelation of a signal is the square of the Fourier trans-

form of the signal. A quick proof for the general case of a complex signal is

given below.

Given complex signal x(t) and its complex conjugate x∗(t), we can calculate

its autocorrelation function G(τ) as

G(τ) =
∫ ∞

t=−∞
x∗(t)x(t + τ)dt (2.15)

The Fourier transform F of G(τ) is

F [G(τ)] =
∫ ∞

τ=−∞
G(τ)ei2πντdτ

=

∫ ∞

τ=−∞

∫ ∞

t=−∞
x∗(t)x(t + τ)ei2πν(t+τ)e−i2πνtdtdτ

= x̂∗(ν)x̂(ν)

= |x̂(ν)|2 or,

F [G(τ)] = |F [x(t)]|2

(2.16)

Since our signal x(t) is real, we do not have to worry about complex conju-

gates. In addition, since both the signal x(t) and its autocorrelation G(τ) are even

functions with respect to time 0, both Fourier transforms are real functions (112).

Therefore, we recover x(t) from G(τ) by

x(t) = F −1
{ √
F [G(τ)]

}
(2.17)

2Fourier transform is a coordinate transformation method in mapping a signal from time
domain to frequency domain, or vice-versa. In equation form, it is

x̂(ν) ≡ F [x(t)] =
∫ ∞

t=−∞
x(t)ei2πνtdt
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2.3.5 Implementation

Obtaining Autocorrelation Function Autocorrelation function is obtained us-

ing digital correlator box (correlator.com). Experimental results provides corre-

lation function of time span from 0.1µs to tens of seconds or more, sufficient to

cover our time frame of interest which is empirically determined to be on the

order of milliseconds.

Implementing Signal Shape Recovery in MATLAB However when perform-

ing Discrete Fourier transform with Matlab, we need to take care in dealing with

the phase terms, as the Fast Fourier Transform (FFT) routine in Matlab utilizes

discrete signal representation and uses indices from 1 to N.

In Matlab, the functions fft(x) and ifft(X) calculate the Fourier trans-

form pair for a vector x of given length N by using (59)

X(k) =
N∑

j=1

x( j)e−2πi( j−1)(k−1)/N (2.18)

x( j) =
1
N

N∑
k=1

X(k)e2πi( j−1)(k−1)/N (2.19)

This assumes the continuous time signal x(t) is approximated by its N discrete

time samples between 0 6 t < T with

x(t) ≈
N∑

j=1

x( j∆t)δ(t − j∆t) (2.20)

where ∆t = T/N. However when time reference is left-shifted, such that −T/2 <

t < T/2, the discrete samples, x( j), are written as

x(t) ≈ x( j) =
N∑

j=1

x(( j − N/2 − 1/2)∆t)δ(t − ( j − N/2 − 1/2)∆t) (2.21)
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Therefore when performing FFT in Matlab, we need to cancel out the extra

phase factor of the N/2-shifted signal by multiplying each term with eiπk(1+1/N).

Note this is true for both even and odd N.

2.3.6 Results

Photon Burst Reconstruction

We demonstrate the utility of this algorithm by testing several functions, shown

in Fig. 2.5. It is interesting to note that even the shape of the original pulse is

quite different, for example in Fig. 2.5.A and B, their autocorrelation functions

are very similar. Therefore if we perform matched filtering solely based on the

width of the autocorrelation function, we will either miss a lot of signal detail,

or include much extraneous noise. In addition, as seen in Fig. 2.5.C, since cosine

functions form a basis for all even functions, we conclude this signal recovering

algorithm can be applied to all (assumed to be) even signal shapes.

Reducing Noise and Enhancing Signal

Results Previously reported photon burst experiments have used various

methods for signal recognition, for example binning at different widths (92), or

using a weighted sum method (47), or similar to our method, utilizing a bin size

that is correlated to the autocorrelation function (91). Here we have demon-

strated a rigorously derived method that maximizes the SNR with a matched

filter that is based on autocorrelation result.

While our method identifies photon bursts, it also acts as a low-pass filter
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and reduces noise bandwidth and hence noise power considerably. From Fig.

2.6, we see the original spectrum of APD output, binned to 1µs, has very broad

spectral content in the frequency domain. In the time domain, we cannot tell

directly from the raw photon data where exactly the single molecule event has

occurred. After binning photons at 50µs intervals, the spectrum has much nar-

rower bandwidth, and we can see the result in time domain, as photons are

added together. The best result is after matched filter has been applied, where

we see noise has been suppressed in the frequency domain where the band-

width is only wide enough to allow relatively slow single molecule events to

pass, and restrict high frequency noise. In the time-domain, the noise is sup-

pressed to the background level, and we can easily distinguish single molecule

events from the noise background.
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Figure 2.7: Sample photon trace and intensity trace as result of filtering.

Again we emphasize here that our assumption of the pulse shape is that the

pulse has to be temporally symmetric. However in reality the single molecule

event does not necessarily produce a symmetrical pulse. In nanofluidic chan-
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nels, the photon burst follows the illumination spot shape, which is approxi-

mately Gaussian and symmetrical, ignoring photo bleaching. However in Zero-

Mode-Waveguides, since the transition path of single molecule does not follow

and predictable track inside the aperture, there is no guarantee that peak il-

lumination and photon burst will happen at the center of the single molecule

event. On average however, the expected photon burst shape should be Gaus-

sian, as dictated by law of large numbers. In addition, the matched filter en-

hances events of the most likely pulse duration, and suppresses high frequency

noise, and is therefore still useful for lifting signal above noise.

And we can see from Fig. 2.7, our matched filtering method also works well

for single molecule events detected in ZMWs. We demonstrated the utility of

this structure and filtering method in chapter 5, where we study GFP aptamer

interaction with GFP.
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Chapter 3

Real-time Observation of Cellulose Enzyme
Binding to Pretreated Wood Particles 1

1Part of this chapter has been published in Cellulose: Volume 18, Issue 3 (2011), Page 749,
doi:10.1007/s10570-011-9506-2
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3.1 Introduction

Cellulose is a major structural component of plant cell-walls, representing ap-

proximately half of its mass (7). As part of the natural carbon cycle, the cellulose

content of trees and plants is depolymerized by fungi and bacteria to yield sug-

ars for cell growth and metabolic activity. Nature has engineered a number of

approaches to deconstruct plant cell walls. This includes the evolution of ex-

oglucanases that depolymerize cellulose from the reducing and non-reducing

ends and endoglucanases that attack along the cellulose chain (107). These

molecular machines can bind and hydrolyze insoluble cellulose in both ran-

dom and processive modes (10). Expanding our understanding of how these

enzymes bind and hydrolyze cell-wall polymers is an important research and

development activity for developing biotechnology approaches for producing

fermentable sugars that can be converted into biofuels and bioproducts.

Thermobifida fusca produces several extracellular enzymes including cellu-

lases that can hydrolyze cellulose and hemicellulose (54). The binding and the

subsequent hydrolysis of cellulose by T. fusca cellulases have been extensively

studied by a number of methods, many of which involved model substrates

such as avicel or bacterial microcrystalline cellulose (BMCC) (36–38). The ma-

jority of these methods involves measuring bulk reaction products, whereas

the heterogeneous reaction takes place on arrays of densely packed cellulose

polymers with a width of 3 to 5 nm and length on the order of a few hundred

nanometers (85). To gain access to these microfibrils, cellulases and other cell

wall degrading enzymes must diffuse into fibrils with porous structures rang-

ing from nano- to micro-scale. Thus, any effort to resolve cellulase binding,

mobility and synergistic interactions must provide nano-scale resolution of the
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behavior of these interesting molecular machines. Recently, fluorescence mi-

croscopy was used to observe temporal cellulase binding to micro-patterned

BMCC substrate (63). In the present study of cellulase binding to pretreated

wood particles, time-lapse CLSM was used to explore the adsorption of three T.

fusca cellulases to lignocellulose substrates.

These three cellulases represent three modes of attack to cellulose: Cel5A is

a classical endocellulase, Cel6B is a classical exocellulase, and Cel9A is a pro-

cessive endocellulase (107). Both Cel5A and Cel6B contain a family II cellulose

binding module (CBM), whereas Cel9A consists of a fibronectin III-like domain,

a family II and a family IIIc CBMs, in addition to a catalytic domain (37, 72).

Using three cellulases provides the possibility to study different kinetics of ad-

sorption and diffusion into the porous structures of the substrate. Coupling

these cellulases with two labeling fluorophores allows for future studies of syn-

ergistic cellulose binding and hydrolysis.

CLSM is typically used to examine micrometer-sized particles or cells, where

high spatial resolution is desired. Using a confocal aperture, CLSM reduces the

fluorescence signal from outside the focal volume, hence making it an effective

tool for imaging cross-sections of thick material, enabling the reconstruction of

3-dimensional fluorescence distribution patterns, and giving better resolution

compared to epi-fluorescence imaging techniques. Here we use CLSM to take

cross-section images of pretreated wood particles immersed in fluorescently la-

beled cellulase solutions. Preferential binding of cellulases to certain areas of

the pretreated material was observed. The time-course fluorescence intensity

data provided quantitative measure of bound enzymes over time, and were fit

to a transient enzyme binding model.
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3.2 Transient Enzyme-Binding Model

When an enzyme E is added to its substrate S , the two form an enzyme-

substrate complex ES before the enzyme-catalyzed reaction produces a prod-

uct P and releases a free enzyme again for reaction (68). This reaction can be

represented by,

E + S
k1

GGGGGBFGGGGG

k−1

ES
k2

GGGGGGBFGGGGGG

k−2

E + P (3.1)

where k1 is binding rate, k−1 unbinding rate, and k2 is the rate at which product

P is formed from ES complex, k−2 the reverse production rate.

In cases where there is negligible reaction to produce P and only enzyme

adsorption to form ES complexes, this equation simplifies to

E + S
k1

GGGGGBFGGGGG

k−1

ES (3.2)

When a piece of immobilized substrate with surface binding site concen-

tration [S (t)] is immersed in enzyme solution at concentration [E], the rate of

change in the surface concentration of enzyme-substrate complex [ES (t)] is de-

scribed by
d[ES (t)]

dt
= k1[E][S (t)] − k−1[ES (t)] (3.3)

with initial condition [ES (t = 0)] = 0, where t is time.

Assuming a large reservoir of enzyme solution, the enzyme concentration

[E] stays constant throughout the time frame of interest. The available substrate

concentration is [S (t)] = [S M]−[ES (t)], where [S M] is total concentration of bind-

ing sites on the substrate. We can write the above equation as

d[ES (t)]
dt

= k1[E]([S M] − [ES (t)]) − k−1[ES (t)] (3.4)

= k1[E][S M] − (k1[E] + k−1)[ES (t)] (3.5)
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or
d[ES (t)]

dt
+ (k1[E] + k−1)[ES (t)] = k1[E][S M] (3.6)

Multiplying both sides by e(k1[E]+k−1)t, we have

d[ES (t)]
dt

· e(k1[E]+k−1)t + (k1[E] + k−1)[ES (t)] · e(k1[E]+k−1)t = k1[E][S t] · e(k1[E]+k−1)t (3.7)

or
d
dt

([ES (t)] · e(k1[E]+k−1)t) = k1[E][S t] · e(k1[E]+k−1)t (3.8)

which we can integrate and solve for [ES (t)]:

[ES (t)] · e(k1[E]+k−1)t =
k1[E][S M]
k1[E] + k−1

· e(k1[E]+k−1)t +C (3.9)

[ES (t)] =
k1[E][S M]
k1[E] + k−1

+C · e−(k1[E]+k−1)t (3.10)

where C is an arbitrary constant. Setting initial condition [ES (0)] = 0, we have

C = − k1[E][S t]
k1[E]+k−1

or

[ES (t)] =
k1[E][S M]
k1[E] + k−1

(1 − e−(k1[E]+k−1)t) (3.11)

which agrees with a solution obtained by Johnson (34). As t → ∞, i.e., in steady

state, [ES ] = k1[E][S M]
k1[E]+k−1

. Defining the dissociation constant Kd =
k−1
k1

, the Langmuir

binding isotherm,

[ES ] =
[E][S M]
[E] + Kd

(3.12)

is obtained.

When the substrate concentration is much higher than the enzyme concen-

tration and enzyme adsorption on the substrate is too quick to be continu-

ously monitored, the binding kinetics is deduced using steady state Langmuir

isotherms or similar models, where t can be safely assumed large (34). But Eq.

3.11 shows that the rate of [ES (t)] formation can be monitored if either the for-

ward binding rate k1 is sufficiently small, or enzyme concentration [E] is low

enough, or both.
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In the current study, we used CLSM to monitor cellulase (E) binding to pre-

treated wood substrates (S ), and recorded cellulase adsorption to the substrate

and hence ES formation by observing the increase of fluorescent label on the

substrate. First, pretreated wood particles were immobilized onto borosilicate

coverslips, followed by the addition of fluorescently-labeled cellulase solution.

Localized fluorescence increments on wood substrates indicated accumulation

of fluorophores and hence cellulase binding. By continuously monitoring fluo-

rescence intensity and fitting the intensity curves to Eq. 3.11, binding rates can

be extracted.

3.3 Materials and Methods

Pretreated Biomass Mixed hardwood (harvested in central NY, fall 2007) was

size reduced using a cutting mill (IKA Wilmington, NC) with a 1mm screen. The

resulting biomass was sieved to obtain particles collected between 75 and 38µm

mesh screens (U.S. Standard 200 and 400 sieve respectively, E. H Sargent and

Co., Chicago, IL). Cutting and sieving was repeated three times to ensure that

the collected fraction was representative of the original biomass. Deionized wa-

ter was added to form a slurry containing 15%(w/w) biomass. The mixture was

added to a high-pressure reactor and pretreated at 200 ◦C for 5 minutes (after

7.5 minutes of heat-up time) with a pressure of 450 psi of gaseous CO2 using a

method described by Luterbacher et al. (53). The resulting slurry was filtered us-

ing Miracloth filtering cloth (Merck Darmstadt, Germany, 38µm openings) and

washed with 1L of deionized water. After pretreatment, wood particles were air

dried and stored at −20 ◦C until use, when they are re-suspended in water at a

concentration of approximately 0.01%(w/w).
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Microscope coverslip preparation Four-inch 170µm borosilicate wafers were

first patterned with gold fiducial marks and cut into 16 × 16mm2 square cover

slips. Techniques of lithographically defining gold patterns on dielectric sub-

strate have been described elsewhere (29), and is repeated here for clarity: 2

µm wide patterns were exposed on photoresist (Shipley 1805) and dry-etched

approximately 100nm into borosilicate substrate. A 10-nm layer of titanium

was evaporated as adhesion layer, followed by 90nm gold film, and lifted off

by dissolving photoresist in acetone. We were left with a flat substrate surface,

with gold patterns in rows and columns denoted by numbers 0 through F (in

hexadecimal). Subsequent cellulose particle identification at any position on

the substrate can be easily located. After acetone and isopropyl alcohol rinses,

and O2 plasma clean (Harrick Plasma, Ithaca, NY), a coverslip was glued to the

bottom of a MatTek (Ashland, MA) 35mm petri dish, covering the 14mm pre-

fabricated opening. The MatTek petri dish held the cellulase solution during

binding experiments.

Immobilization of Pretreated Wood Particles A drop of 10µL water suspen-

sion containing approximately 0.01%(w/w) pretreated particles was pipetted on

the gold-patterned coverslip, covering approximately an area of 60mm2. The

surface was allowed to dry overnight at ambient temperature, to let particles

adhere. The adsorbed particles were rehydrated with 50mM sodium acetate

buffer (pH = 5.5) and the borosilicate surface washed 3 times, with gentle agi-

tation (Orbital shaker 60 rpm for 5 minutes each). The particles were then incu-

bated with 0.5% Bovine Serum Albumin (BSA) in 2mL sodium acetate buffer for

30 minutes, before being washed again and incubated in sodium acetate buffer

over night, ready for imaging. Normally at this point, over 90% of particles
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would have been washed away. Yet the remaining dozen or so particles were

sufficient for time-lapse enzyme-binding experiments.

Scanning Electron Microscopy (SEM) Imaging of Immobilized Particles To

study surface morphology of individual particles, SEM was used to take high

resolution images of immobilized particles. A clean borosilicate substrate,

along with immobilized particles, was first coated with approximately 20 gold-

palladium using Hummer V sputtering tool (Technics, San Jose, CA), at a pres-

sure of 39mTorr, sputtering current 10mA, for approximately 30sec. Metal film

coating helps dissipate the charge that can build up when a dielectric sample,

such as pretreated wood, is targeted under an electron beam. SEM images were

taken with a Zeiss Ultra 55 (Carl Zeiss NTS GmbH, Oberkochen, Germany), at

an accelerating voltage of 1.38kV , aperture size of 30µm, and a working distance

2.6mm.

Cellulase Enzyme Production, Labeling, and Purification T. fusca Cel5A and

Cel9A were expressed in Streptomyces lividans and the culture was grown as

described in (35). T. fusca Cel6B was expressed in Escherichia coli and grown

as described in (32). Fluorescent labeling of cellulases was done with Alexa

Fluor 488 and 647 amine-reactive labels (Molecular Probes, CA), and purified as

described in (62). For the current study, we used the batches of enzymes with

measured degree of labeling, or the average number of dyes-per-protein, equal

to 1. Labeled enzymes were kept at 200nM concentration of 50µL aliquot and

stored at −20 ◦C until just before use, when they were diluted in ROX buffer

(described below) to make enzyme solutions between 2 and 10nM.
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Cellulase Solution in ROX Buffer Enzyme binding experiments were carried

out at room temperature, with enzyme concentrations varying from 2nM to

10nM, in 2mL of ROX buffer: pH = 5.5, 50mM Sodium-Acetate, 8U Glucose

Oxidase, 120U Catalase, 2mM Trolox, 1mM Methyl-Viologen and 3% Glucose,

all obtained from Sigma-Aldrich (St. Louis, MO). Compared to Sodium Acetate

Buffer supplemented with ascorbic acid as a reducing agent, the ROX cocktail

significantly increased fluorophore photostability, and improved photon out-

put (26, 99, 100).

CLSM Setup and Characterization CLSM imaging was performed on an in-

verted microscope IX81, with a 100x oil-immersion objective. Three laser beams

(488, 543 and 635nm) were combined and fiber-coupled into the microscope.

Automated field scanning and image recording were performed using Fluoview

software. The complete setup (see Fig. 3.1) was obtained from Olympus Amer-

ica (Center Valley, PA).

Data Processing Custom MATLAB (The Mathworks, Natick, MA) routines

were used to perform numerical spectra separation, curve fitting of fluorescence

intensity data to binding model. Specifically, time-lapse images saved by Flu-

oview software were first combined into one intensity map, showing highest

fluorophore concentration areas, which we defined as regions of interest (ROI).

Five discrete ROIs were cropped out of each intensity map, and used as masks

to generate time-series intensity averages of each respective ROI. Intensity data

from three channels were run through linear transformation routine to gener-

ate actual fluorescence profile of AF488, AF647, and wood autofluorescence,

respectively. And finally, time-trace of AF488 or AF647 were fitted to enzyme
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binding-kinetics model to obtain binding coefficients. Out of each set of ex-

periment using a labeled enzyme at certain concentration, between 20 and 30

ROIs were analyzed to obtain binding coefficients, from which an average and

standard deviation were calculated.

6
3

5
n

m
 la

se
r

5
4

3
n

m
 la

se
r

4
8

8
n

m
 la

se
r

C
H

 1
 P

M
T

C
H

 2
 P

M
T

C
H

 3
 P

M
T

Excitation Dichroic 

Mirror 405/488/543/635

Scanning

Unit

Specimen

100x Oil

Objective

N.A. 1.4

SDM

560

SDM

640 Mirror

Pin 

hole
505-

525

560-

620

655-

755

Flouview 1000 SW Control Unit

E
xcita

tio
n

 L
a

se
r P

a
th

Signal Collection Path

Figure 3.1: Confocal Laser Scanning Microscope set up using Olympus
Flouview® 1000 system. Excitation lasers at 488nm, 543nm and
635nm are combined and scanned to illuminate the specimen
through a SAPO 100x Oil objective with Numerical Aperture
(N.A.) of 1.4. Fluorescence signal is collected with the same ob-
jective, and passed through a sequence of single band dichroic
mirrors (SDM), filtered with band-pass optical filters before be-
ing collected by photo-multiplier tubes (PMT) of each channel.
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3.4 Results and Discussion

Morphology of Immobilized Wood Particles Pretreated wood particles that

adsorbed to borosilicate surfaces showed very diverse morphologies. A macro-

scopic view (Fig. 3.2a) shows that the mechanical milling and sieving process

produces particle sizes on the length scale of 10 to 100µm, each comparable to a

normal field of view of a confocal microscope. The width and thickness of these

particles vary from a few to tens of micrometers. The edges of these particles are

very rough as seen under the SEM, as are some parts of the surfaces. Folds and

crevices present a large accessible surface area that is exposed to the surround-

ing environment. There are numerous fibrous protrusions from these crevices

and edges, presenting the most accessible cellulose (Fig. 3.2b). When there is

cellulase in solution, these areas will be the first sites that enzyme bind to. In

addition, there are numerous sub-micrometer-scale pores on the particle sur-

faces (Fig. 3.2c,d). These pores are in fact the gaps between intertwined fibers

that form the surface. Since the fiber layer is dense, these available gaps tend

to be small, non-uniform, and do not necessarily form continuous passageways

for molecule diffusion. It is likely then, that after cellulase enzymes adsorb to

the most accessible surfaces of pretreated particles, diffusion of enzyme to the

interior of the particles is made possible through these porous structures, and at

the same time, hindered by the small pore size, and density of the surrounding

material.

Autofluorescence of Pretreated Particles The exact origin of autofluorescence

is not clear. It has been shown however, that residual aromatic compounds such

as lignin and lignin derivatives in processed wood pulps can fluoresce when
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Figure 3.2: Scanning Electron Microscope (SEM) images of pre-treated
wood particles immobilized on flat surface, showing a. Parti-
cles of various sizes and morphologies; b. Fibrous protrusions
adhering to the surface, immobilizing the particle; c. Zoom-in
view of one particle, showing such surface features as pores
and criss-crossing fibers and d. where nano-meter scale pores
are clearly visible.
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excited with ultra-violet light (22, 52). To our advantage, however, these com-

pounds are present inside various structures of the pretreated wood and they

serve as a single fluorochrome (50,52). Therefore, the detected autofluorescence

spectrum stays constant for a given measurement condition and unaffected by

the total intensity as long as the photo detector is not saturated. Unfortunately,

this fluorescence emission is dominant in the 500nm band, and also has signifi-

cant overlap with those of the AF488 and AF647 fluorophores.

Using spectral deconvolution method and results introduced in Chapter 2,

we completely separate autofluorescence from that of cellulase fluorophore la-

bel, seen in Fig. 3.3, and minimized error in quantitative estimation of enzyme

binding.

Effect of ROX Buffer To determine the rate of loss of fluorescence at nominal

illumination laser power (2%), a piece of pretreated wood particle was allowed

to incubate in ROX buffer with 2.5nM Cel6B labeled with AF488, and 2.5nM

Cel6B labeled with AF647, for six hours at room temperature. A small area of

a particle was then continuously imaged and the collected fluorescence moni-

tored. The saved images were fed through spectra separation routine, and in-

tensities of autofluorescence, AF488, and AF647 were extracted respectively. We

fit the intensity time trace to an exponential decay function

Intensity(n) = Intensity(0) ∗ e−d×n (3.13)

where n is the number of scans, Intensity(n) is the average pixel intensity for scan

n, d is the constant that describes the rate of intensity decrease per scan. The rate

of decrease is shown in Table 3.4.

The oxygen scavenging cocktail has different effects on the autofluorescence
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of wood, and on the fluorescence of AF488 and AF647. Due to their small

per-scan attenuation values, we can ignore the fluorescence loss of pretreated

wood or AF488 for all practical purposes. On the other hand, for AF647, we

see slightly higher rate of fluorescence decrease, at less than 1% per laser scan.

Depending on the number of images taken, this attenuation factor may need to

be taken into account. However for this study, the uncertainty due to diverse

morphologies in the pretreated wood particle overwhelmed the slight decrease

in AF647 fluorescence. Therefore we ignored this decrease as well. For compar-

ison, similar bleaching experiments were carried out with 5mM ascorbic acid

in sodium acetate buffer, in place of ROX buffer. Comparable bleaching char-

acteristics were observed for AF488 and wood autofluorescence. However, the

bleaching rate for AF647 fluorophores was approximately twice as fast as that

in ROX buffer. Additionally, it is yet to be characterized as to the effects of ROX

buffer on cellulase binding. In comparing fluorescence increase data taken us-

ing enzyme in ROX buffer to that in buffer with ascorbic acid, no appreciable

difference was observed (data not shown).

Temporal and Spatial Behavior of Cellulase Binding At the start of each ex-

periment, we took a series of CLSM image of several particles of interest in-

cubated in ROX buffer, without added cellulase. At time 0, we pipetted out

pure ROX buffer and replaced it with a 2mL enzyme solution at concentrations

Table 3.1: Fluorescence decay constant d of Equation 3.13 when substrate-
bound and fluorescently labeled cellulases were continuously
scanned by excitation laser source.

Wood AF488 AF647

d (scan)−1 (2.51 ± 0.04) · 10−3 (1.89 ± 0.02) · 10−3 (8.11 ± 0.02) · 10−3
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between 2 and 10nM, in ROX buffer, and started time lapse imaging of the pre-

treated wood particles. Images were typically recorded at intervals as short as

5 minutes, and the intervals were widened to approximately 30 minutes as the

increase in fluorescent signal slowed, to reduce bleaching.

Figure 3.3: Sample enzyme binding images of T. fusca Cel9A labeled with
AF488 at discrete time points. AF488-labeled Cel9A in ROX
buffer was added to pretreated particles at time 0. Fluorescence
in red channel was from wood particle’s autofluorescence.

With labeled T. fusca cellulase, we observed increase in fluorescence on im-

mobilized wood particles over a period of several hours. Qualitatively, the in-

crease of fluorescence was the fastest shortly after cellulase was added (see Fig.
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3.4).

Figure 3.4: Sample enzyme binding images of T. fusca Cel5A labeled with
AF488 at four discrete time points. AF488-labeled Cel5A in
ROX buffer was added to pretreated particles at time 0, before
which point, only autofluorescence was visible. As time pro-
gressed, more and more cellulases adsorbed to immobilized
particles, represented by accumulation of AF488 fluorescence.
Spectra deconvolution routines were used to separate AF488
fluorescence from autofluorescence of wood.
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It was observed that the enzymes tended to accumulate quickest on the

edges and thin surfaces of particles, indicating the most accessible binding sites.

At the same time, where wood autofluorescence was the strongest, perhaps a

relatively denser area inside the particle where lignin was abundant, little en-

zyme accumulation was seen within the experimental time frame. Although

aromatic residue of lignin presented hydrophobic sites to which cellulase might

non-specifically adsorb, these regions of the particle may have been blocked by

BSA, or less porous and hence less accessible to enzymes.

Estimating Binding coefficients Several models have been used before in de-

scribing cellulase adsorption to cellulose, most notably the Langmuir model,

for its simplicity and resulting in reasonably good fit for data in many cases (2,

25, 40, 41, 44, 46, 69, 74). Langmuir two-site and Langmuir-Freundlich isotherms

have also been used to model enzyme adsorption to a heterogeneous surface

(90, 94, 108), giving a generally better fit in cases of cellulase adsorption to cel-

lulose, due to the complex fibrous structure of cellulose and the need for cel-

lulases to diffuse into the porous structures of the fibers (60). Most of the pre-

vious reported measurements were performed, however, when adsorption had

reached steady state, and the isotherm models related concentration of enzyme-

substrate complex to free enzyme concentration. The kinetics of enzyme ad-

sorption to cellulose surface was only inferred from the binding constants since

time was assumed to be long i.e, when reaction had reached equilibrium.

On the other hand, the ability to measure temporal changes in the forma-

tion of enzyme-substrate complex can also be used obtain the binding rates.

Given the complexity of the substrate in our case, several important assump-

tions are made in deriving the binding kinetics model. First, only the most
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accessible surface areas of the substrate are considered. As was shown in the

theory section, this is equivalent to using the classical Langmuir equation and

ignoring the intersticial penetration and saturation (36). Second, the enzyme

concentration in solution is assumed constant throughout the duration of the

binding experiments. This assumption, though ideal, is acceptable because a

relatively large volume (2mL) of enzyme solution is used, compared to the to-

tal volume of micro-scale particles that are on average less than 1nL in size,

and less than 20 particles, for each experiment. The initial binding period in

particular, on the order of tens of minutes, is short enough to assume constant

enzyme-concentration, and also long enough for cellulase in buffer to replenish

adsorbed enzyme surrounding the particle surfaces, where free enzyme diffu-

sion in solution is on the order of 10−6cm2/s (33). It is also assumed that the

bleaching rate of bound AF-labeled enzyme is negligible. This is made possible

by the ROX buffer described in Materials and Methods. In addition, it has been

reported that the hydrolysis rate at room temperature is negligible compared to

adsorption (55). Hence, we assume no enzyme-substrate complex loss due to

hydrolysis in the time frame of our experiments.

Data Fitting For each time-series image of one pretreated particle, five distinct

regions of interest (ROI) were cropped out. Since we were mostly interested in

the most accessible sites of these particles, we focused on those ROIs with the

most enzyme accumulation, shown as having the most fluorescence. Average

pixel intensity of each ROI was calculated and normalized with respect to the

average pixel intensity of wood autofluorescence of each ROI. This was done

to compensate for different morphologies of the ROI and varying amounts of

substrate presented in the ROI, with the assumption that for each experiment,
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autofluorescence is a relatively consistent measure of the quantity of wood and

hence the number of binding sites. This yielded a time course of average pixel

fluorescence of a sample ROI as shown in Fig. 3.5, and then fitted to Eq. 3.11.

From each fit, a time coefficient k1[E] + k−1 was obtained and along with it

associated 95% confidence interval that described the rate of fluorescence in-

crease. Combining results from all ROIs of a given experiment, we could calcu-

late k1[E] + k−1 and its uncertainties, and derive binding rate k1 and unbinding

rate k−1 with known enzyme concentration [E]. For simplicity, one further as-

sumption was made that the unbinding rate k−1 could be ignored at the initial

binding stage, as it has been reported that cellulase enzymes bind tightly to the

cellulose substrate (5).

Although binding rate k1 was expected to be fairly constant for each enzyme-

substrate pair, large variations in the fitted parameters were observed, as evi-

dent in Table 3.2. However, the binding rates k1 for all three enzymes appear

smaller at low concentrations. We attribute this inconsistency in k1 to enzyme

loss due to non-specific adsorption to the petri dish side walls, despite initial

BSA blocking step prior to each experiment. Indeed, extracted k1 values for

experiments done at higher enzyme concentration solutions are larger, since a

smaller fraction of enzyme was lost to non-specific adsorption. Furthermore,

the binding rates at the highest concentrations we measured, are similar to re-

sults obtained in previous studies with BMCC, whose bindings sites are eas-

ily accessible (63). Nevertheless, given the large variations seen in these data,

only order-of-magnitude estimation can be made on the binding rates of Cel5A,

Cel6B and Cel9A, to pretreated wood. It is on the order of 10µM−1 · min−1.
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Figure 3.5: Sample data-fitting curve with 2.5nM, 5nM and 10nM Cel5A-
AF488 fluorescence increment data. Each data series as fit to
Eq. 3.11. In this case, data points after the initial jump of flu-
orescence are arbitrarily excluded in order to limit the binding
kinetics to the most accessible sites and exclude kinetics involv-
ing interstitial diffusion and adsorption.
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Preferential Binding to Accessible Sites Throughout binding experiments

the greatest fluorescence accumulation was observed at edges and intra-particle

gaps that were created in the mechanical milling process. Such process leaves

large surface area exposed to the surrounding environment. With cellulases

present, these surfaces and their fibrous protrusions present the most accessible

enzyme binding sites. The initial binding of enzyme to these sites can be mod-

eled by the Langmuir isotherm, confirmed by CLSM data. As cellulases adsorb

Table 3.2: Fitting result of k1 for AF488/647-labeled Cel5A, Cel6B and
Cel9A. Smaller k1 values at low enzyme concentrations are most
likely due to enzyme loss to the petri dish side walls, and hence
the actual enzyme concentration was much lower than we had
prepared. For this reason, we conclude the binding rates ob-
tained at higher enzyme concentrations are closer to the actual
values.

[Cel5A-AF488] (nM) k1(µM−1 · min−1)

2.5 7.48±4.36

5 8.64±2.64

10 26.64±14.37

[Cel6B-AF647] (nM) k1(µM−1 · min−1)

2.5 3.89±2.97

5 3.81±2.48

8.7 6.56±2.47

[Cel9A-AF488] (nM) k1(µM−1 · min−1)

2.5 5.05±4.80

5 8.58±6.43

7.4 37.16±25.95
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onto the most accessible sites, however, additional enzymes diffuse into the pre-

treated particle via pores and crevices, and adsorb onto the less accessible but

nonetheless available sites. Thus we saw the continuous rise of fluorescence

after the initial jump but equilibrium was never reached.

Limitations of the current model Due to the necessity of truncating a portion

of the data to make the fit, the Langmuir saturation model, or our simple tran-

sient limited-binding model does not completely describe what takes place in

pretreated wood particles. A more comprehensive model, that describes the in-

terstitial diffusion and binding in addition to surface binding, is needed to pro-

vide a better fit of our fluorescence data. In fact as mentioned earlier, a two-site

Langmuir and Langmuir-Freundlich isotherms have been proposed to describe

the complex interactions between cellulose and cellulase. However, a transient

model that takes time into account as an independent variable, in addition to

enzyme concentration remains to be developed.

3.5 Conclusions of Binding Study using CLSM

CLSM images reveal T. fusca cellulases preferentially bind to the most accessi-

ble sites of pretreated wood particles. The binding rates of AF488/647-labeled

Cel5A, Cel6B and Cel9A, from kinetic curves that are derived from time-lapse

imaging, are on the order of 10µM−1min−1, agreeing in principle with previously

published values. In reaching this result, we have made several assumptions

and approximations. We also limited our model to enzyme binding to the

most accessible sites. But as we have found in time-lapse imaging, cellulase
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enzyme not only bind to the most accessible surface sites, but also diffuse into

and adsorb to the inside of the pretreated particles, via numerous nano-scale

pores. Therefore, a more comprehensive transient enzyme-binding model to

complex cellulose structures, such as wood, is needed. In addition, we have

developed a method to spectrally deconvolve Alexa Fluorophore signal from

auto-fluorescence of wood. This is important when quantitative fluorescence

microscopy techniques are used to study real substrates.

3.6 Advanced Discussions on Diffusion and Binding

3.6.1 Diffusion of fluorescent probes into cellulose particles

Labeled Particles Several fluorescent probes were considered in studying

porosity of cellulose particles. Our initial choice was FITC-labeled Polyethylene

glycol (PEG). However we have found PEG to be non-specifically adsorbed to

the surface of the wood particles, thus making it impossible to study the poros-

ity of the pretreated particles. On the other hand, FITC- or TRITC-labeled dex-

trans of varying molecular weights have been used to characterize the perme-

ability of either synthetic or natural membranes (73, 83), indicating their feasi-

bility in studying diffusivity of porous material.

We obtained and characterized fluorescently-labeled dextran particles with

molecular weight ranging from 4kDa to 2000kDa (TdB Consultancy AB, Swe-

den), and measured their sizes using Zetasizer (Malvern Instruments, Worces-

tershire, UK).
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The sizes of cellulase enzymes are on the order of 10nm’s. Therefore our

diffusion experiments using fluorescent probes should focus on those particles

on the order of 10kDa.

We use FITC-labeled Dextran particles with molecular weight 20kDa, 40kDa

and 70kDa as diffusive probes to investigate porosity of cellulose particles.

These sizes of particles were selected because they have hydrodynamic radii

between 4 and 6 nanometers, close to those of T. Fusca cellulases. In our previ-

ous experimental results (not shown), we noticed that 155kDa Dextran-TRITC

particles could diffuse into cellulose particles very slowly, and become trapped

inside the particles. However, the time frame for 155kDa Dextran-TRITC dif-

fusion is on the order of days, far slower than we had observed in cellulase

diffusion. On the other hand, previous elusion measurements showed 40kDa

Figure 3.6: Size distribution of FITC- or TRITC-labeled dextran particles.
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FITC-labeled Dextran particles were easily washed out of the cellulose particles

when they have been incubated with the particles for several days, indicating

their fast diffusion constant within the cellulose particles.

We incubated 20kDa, 40kDa and 70kDa FITC-labeled Dextran with pre-

treated wood particles for several hours, and analyzed the fluorescence inten-

sity within the cellulose particles over time. When fluorescent probes are first

added to the cellulose particles, the fluorescence in the cellulose-occupied re-

gion consists of the particles’ autofluorescence alone. The fluorescence due to

probes is assumed to be nil, due to exclusion effect of the particles. However,

over time the fluorescent probes will diffuse into the cellulose particles via pores

and crevices, making the fluorescence within particle’s volume increase. By an-

alyzing the increase of the fluorescence, we can estimate the diffusion behavior

of the labeled probes.

Fig. 3.7 shows fluorescence intensity increase inside the volume occupied by

cellulose particles. Each data point is an average pixel intensity of five regions

of interests of a given measurement sequence, with error bar showing standard

deviation. Two kinds of particles were used in this experiment. The blue dia-

monds denote untreated wood particles, whereas purple squares denote treated

particles.

We see the diffusion of the small labeled probes into the particles is rapid. In

fact the particles are occupied with these probes within an order of tens of min-

utes. This is true for probes of all three molecular weights used. And there does

not seem to be discernible difference in diffusion behavior among the three. We

attribute this to the various pore sizes present on the wood particles, which

allow both large and small probes to pass through. Due to the diverse morphol-
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ogy of the particles, an exact diffusion constant cannot be calculated. But we

do get an order of magnitude estimation of the diffusion behavior, that agrees

with what we had obtained before using numerical simulation. In fact, by com-

paring the measurement results above and our simulation results shown in Fig.

3.8, the diffusion constant of the labeled probes within cellulose is between 10−16

and 10−15m2/s.

3.6.2 Interstitial Diffusion and Binding Model

Transient Enzyme-Binding Model When enzyme has to diffuse through

porous media in order to bind to substrates, we have a situation of combined

diffusion and binding. The situation becomes more complex when the same

porous medium is also the substrate to which the enzyme would bind.

In literature research we came upon work done by F. J. W. Roughton in the

modeling and analysis of diffusion and chemical reaction of oxygen and carbon

monoxide in thin layers of Haemoglobin (80). The underlying physics of O2

or CO diffusing and binding to haemoglobin is similar to that of cellulases dif-

fusing into and binding onto cellulose fibrils with finite porosity and volume.

Specifically, both reactions involve an infinite volume of solution of reactive

solute, held at constant concentration, surrounding a thin slab of substrate, to

which the solute can diffuse in and adsorb.

The Diffusion Equation In the simplest 1-dimensional diffusion case, Fick’s

first law of diffusion states that the rate of diffusion of substance Q across any

plane of area A at right angles to the direction of diffusion x is proportional to
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the gradient of concentration u f across that plane. In equation form, it is written

as
dQ
dt
÷ A = D × ∂u

∂x
(3.14)

where t is time, and D an arbitrary constant defined by the Stokes-Einstein Equa-

tion

D =
RT
N

1
6πηr

(3.15)

Now consider an isotropic medium with unit volume defined by dxdydz.

From Fick’s first law, we see the unit-time in-flow to the volume from the left is

−D(
∂u
∂x
− ∂
∂x
∂u
∂x

dx
2

)dydz (3.16)

Similarly, the unit-time out-flow from the volume to the right side is

−D(
∂u
∂x
+
∂

∂x
∂u
∂x

dx
2

)dydz (3.17)

Therefore the net rate of change of Q into volume dxdydz is

dQ
dt
= D
∂2u
∂x2 dxdydz (3.18)

Since Q = udxdydz, we have

du
dt
= D
∂2u
∂x2 (3.19)

This relation can be easily expanded to 3-dimensional diffusion, resulting in

Fick’s second law of diffusion:

du
dt
= D(

∂2u
∂x2 +

∂2u
∂y2 +

∂2u
∂x2 ) = D∇2u (3.20)
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The Binding Equation When an enzyme E is added to its substrate S , the two

form an enzyme-substrate complex ES before the enzyme-catalyzed reaction

produces a product P and releases a free enzyme again for reaction (68). This

reaction can be represented by, In cases where there is negligible reaction to

produce P and only enzyme adsorption to form ES complexes, this equation

simplifies to

E + S
k1

GGGGGBFGGGGG

k−1

ES (3.21)

where k1 is binding rate, k−1 unbinding rate.

Consider enzyme adsorption inside the volume dxdydz, enzyme E in solu-

tion is at concentration u f , where f denotes free enzyme. We denote the con-

centration of ES by ub where b means bound enzyme. Substrate S has total

available sites S M per unit volume.

Since [S (t)] = S M − ub(t), we have

dub(t)
dt
= k1u f (t)(S M − ub(t)) − k−1ub(t) (3.22)

Diffusive Binding But we see u f (t) and ub(t) are now entangled. While the

material input into the infinitesimal volume dxdydz driven by Fick’s first law is

still D∇2u f , u f is also consumed by adsorption, i.e,

dub

dt
= k1u f (S M − ub) − k−1ub (3.23)

generating the bound species ub, where we have omitted the time-dependence

of u f and ub for simplicity.

Therefore the complete equation describing the freely-diffusing species in
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the infinitesimal volume dxdydz is

D∇2u f =
∂u f

∂t
+ k1u f (S M − ub) − k−1ub (3.24)

=
∂u f

∂t
+ k1S Mu f − (k1u f + k−1)ub (3.25)

Diffusion and Adsorption in a Thin Slab of Substrate Analytical solution to

the above equation for arbitrary geometry is generally not available. For spe-

cial geometries such as a thin slab of substrate, we can attempt an approximate

solution.

Consider a piece of material with thickness 2b, extending in the x direction

from −b to +b, and its two other dimensions much larger than its thickness,

rendering any diffusive material transport effectively one-dimensional. At time

t = 0, this material is immersed in a large volume of enzyme solution with

concentration u0. The problem can be written as:
D
∂2u f

∂x2 =
∂u f

∂t
+ k1S Mu f − (k1u f + k−1)ub,

dub

dt
= k1S Mu f − (k1u f + k−1)ub

(3.26)

with boundary and initial conditions:

1. At t = 0, u f = ub = 0 for all values of x within the slab.

2. At x = ±b, u f (t) = u0 for all t.

3. At x = 0, ∂u f

∂x = 0 at all times.

These equations do not in general yield closed-form solutions. But for the short

time after t = 0, when ub is negligibly small, we can approximate the differential
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equations as 
D
∂2u f

∂x2 =
∂u f

∂t
+ κu f ,

dub

dt
= κu f

(3.27)

where we have introduced an effective binding constant κ = k1S M.

The analytical solution to the partial differential equation above is then (80),

u f = u0

cosh(x
√
κ
D )

cosh(b
√
κ
D )
− 2

b

∞∑
n=0

(−1)nβn

β2
n +

κ
D

cos(βnx)e−β
2
nDt−κt

 (3.28)

where βn , 2n+1
2b π. And ub = κu f t.

Before going further and plugging numbers into this equation, let’s see what

each term really means and find approximate range of each term. The effective

diffusion constant is estimated to be between 10−15m2/s and 10−18m2/s, translated

into between 60 · 10−3µm2/min and 60 · 10−6µm2/min. On the other hand, the

binding rate k1 has been estimated to be between 1 and 100µM−1 ·min−1 (111), and

the maximum available binding sites S M is estimated to be between 1 and 10µM.

This gives effectively κ a range of 1 and 1000min−1. Therefore κ/D is between 4

and 104µm−2, or
√
κ/D is between 2 and 100µm−1. Since we are interested in x

and b in the µm range, ex
√
κ/D ≫ 1 ≫ e−x

√
κ/D. Therefore,

cosh(x
√
κ
D )

cosh(b
√
κ
D )
≈ e(x−b)

√
κ
D (3.29)

The important parameters to extract from the solution are: effective diffusion

constant D which describes the porosity of the material and effectiveness of

pretreatment, and κ = k1S M which describes maximum available binding sites

and binding rate. Integrating ub and u f throughout the volume of −b < x < b,

we should have the model that approximates measured fluorescent data reflect-

ing the total amount of labeled enzymes within the cellulose particle. Fitting

this model to experimental data could present challenges, however, because
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each model is an infinite sum of terms. Therefore, further simplification will

be needed in order to utilize numerical fitting methods.

Figure 3.9: Finite element simulation of diffusive reaction in a porous sub-
strate.

Finite Element Simulation Results To compare theoretical modeling and ex-

perimental results, we arbitrarily assumed four pairs of diffusive and binding

constants close to the cellulose material under study. Though the exact numer-

ical value may be far off from actual numbers presented by the cellulose envi-

ronment, we can still draw a few conclusions on the diffusive binding behav-

ior. First of all, with relatively slow diffusion D = 10−16m2/s and fast reaction

R = 10µM−1min−1, the porous medium is not saturated at all. Upon contact, the

number of bound ligands increases approximately linearly. This is a result of

immediate binding of any available diffusive ligands. On the other hand, with

67



relatively fast diffusion D = 10−15m2/s and slow reaction R = 1µM−1min−1, we

see a quick saturation of free ligands inside the porous material. The level of

free ligands has to come to equilibrium with the ligand concentration in the

presumed reservoir outside of the material.

3.6.3 Enzyme-Substrate Binding Model Involving Multiple

Ligands on a Single Substrate

Finally, we consider transient analysis involving multiple enzymes binding to

a single substrate. This analysis is relevant when both cellulose enzymes are

endo-, or both are exo- cellulases competing for the same binding sites.

Equations In enzyme-substrate binding situations, when there are more than

one enzyme species presented to a single species of substrate, and when both

enzyme solutions are so dilute that the interactions among them can be ignored,

we can assume they adsorb onto substrate independently. However the num-

ber of accessible sites on the substrate is limited, which leads to a competitive

binding situation.

Ignoring catalytic activity of enzymes and only considering enzyme-

substrate binding in a two-enzyme, one-substrate situation, we can write
S + E1

k1
GGGGGBFGGGGG

k−1

S E1

S + E2

k2
GGGGGBFGGGGG

k−2

S E2

(3.30)

where S stands for substrate, E1 and E2 are two species of enzymes, k1 and k−1

are forward and reverse binding rates of the first enzyme, and k2 and k−2 the
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forward and reverse binding rates of the second enzyme, respectively. S E1 and

S E2 are first and second enzyme-substrate complexes, respectively.

Denoting concentration of each reaction species using brackets, we can write

the time-change of concentration of enzyme-substrate complexes as
d[S E1(t)]

dt
= k1[S (t)][E1] − k−1[S E1(t)]

d[S E2(t)]
dt

= k2[S (t)][E2] − k−2[S E2(t)]
(3.31)

with initial condition [S E1(0)] = [S E2(0)] = 0.

In a fixed volume (or area), the maximum number of accessible sites [S M] on

a substrate is limited, and is the sum of available sites and occupied sites:

[S M] = [S (t)] + [S E1(t)] + [S E2(t)] (3.32)

or

[S (t)] = [S M] − [S E1(t)] − [S E2(t)] (3.33)

Substituting into differential equations above, we have a pair of coupled equa-

tions: 
d[S E1(t)]

dt
= k1([S M] − [S E1(t)] − [S E2(t)])[E1] − k−1[S E1(t)]

d[S E2(t)]
dt

= k2([S M] − [S E1(t)] − [S E2(t)])[E2] − k−2[S E2(t)]
(3.34)

which is a nonhomogeneous linear ordinary differential equation in the form of

v′ = Av + b (3.35)

where v(t) =

 [S E1(t)]

[S E2(t)]

, A =

 −k1[E1] − k−1 −k1[E1]

−k2[E2] −k2[E2] − k−2

, and b =

 k1[E1][S M]

k2[E2][S M]

, with the initial condition v(0) =

 0

0

.
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The solution to equation 3.35 is given by v(t) = vh(t) + vp(t), where vh(t) is the

solution to homogeneous equation v′ = Av, and vp(t) the particular solution to

the nonhomogeneous equation 3.35 (14).

We first solve the homogeneous equation v′h = A · vh.

In order to find eigenvalues λ of A, we set:

det(A − λI) = 0 (3.36)

where I is the identity matrix and det() calculates the determinate of the argu-

ment, which gives,

det

 k1[E1] + k−1 + λ k1[E1]

k2[E2] k2[E2] + k−2 + λ

 = 0 (3.37)

resulting in,

(k1[E1] + k−1 + λ)(k2[E2] + k−2 + λ) − (k1[E1])(k2[E2]) (3.38)

=λ2 + λ(k1[E1] + k−1 + k2[E2] + k−2) + k1[E1]k−2 + k2[E2]k−1 + k−1k−2 (3.39)

=0 (3.40)

Therefore,

λ = − 1
2

(k1[E1] + k−1 + k2[E2] + k−2) (3.41)

∓ 1
2

√
(k1[E1] + k−1 + k2[E2] + k−2)2 − 4(k1[E1]k−2 + k2[E2]k−1 + k−1k−2) (3.42)

= − 1
2

(
k1[E1] + k−1 + k2[E2] + k−2 ±

√
(k1[E1] + k−1 − k2[E2] − k−2)2 + 4k1[E1]k2[E2]

)
(3.43)

Since all experimental values are non-negative, we have two distinct and real
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eigenvalues of A, λ1 and λ2, given by,

λ1 = −
1
2

(
k1[E1] + k−1 + k2[E2] + k−2 +

√
(k1[E1] + k−1 − k2[E2] − k−2)2 + 4k1[E1]k2[E2]

)
(3.44)

λ2 = −
1
2

(
k1[E1] + k−1 + k2[E2] + k−2 −

√
(k1[E1] + k−1 − k2[E2] − k−2)2 + 4k1[E1]k2[E2]

)
(3.45)

For λ1, the eigenvector V1 satisfies (A − λ1I)V1 = 0. Here 0 is a column vector.

And similarly for λ2, there is an eigenvector V2 satisfying (A − λ2I)V2 = 0. Thus

Vh(t) =
(
V1eλ1t,V2eλ2t

)
= (V1,V2)

 eλ1t 0

0 eλ2t

 , (V1,V2) eJt (3.46)

gives a basis for the solution of the system v′h = A · vh (14).

Using the variation of parameters (or variation of constants) method (4, 14), the

complete solution to 3.35 is given by,

v(t) = Vh(t)ξ + Vh(t)
∫ t

0
V−1

h (τ)bdτ (3.47)

Since v(0) = 0, we have ξ = 0. Therefore,

v(t) = (V1,V2)

 eλ1t 0

0 eλ2t


∫ t

0
e−Jτdτ (V1,V2)−1 b (3.48)

= (V1,V2)

 eλ1t 0

0 eλ2t




1
−λ1

(e−λ1t − 1) 0

0 1
−λ2

(e−λ2t − 1)

 (V1,V2)−1 b (3.49)

= (V1,V2)


1
λ1

(eλ1t − 1) 0

0 1
λ2

(eλ2t − 1)

 (V1,V2)−1 b (3.50)

We see the same method can be extended to situations where there are more

than two species of enzymes.
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3.7 Future Studies

In this project, we have studied fluorescently-labeled cellulases adsorption to

pretreated cellulose particles. We also simulated labeled cellulase using dex-

tran particles of sizes similar to those of cellulases, given that dextran particles

do not interact chemically with cellulose particles, but only diffuse through the

porous structure of the cellulose. We found that adsorption of cellulases is a

much faster process than diffusion process. However, determining the exact

rate was hindered by the large variation in morphology of the pretreated mate-

rial. Therefore for future studies using confocal scanning microscopy, we should

concentrate on materials with a more uniform morphology. On the other hand,

in studying pretreated material with large variations in shapes and sizes, and

crevices, we should study them in large numbers in order to obtain a reasonable

statistical average and small standard deviation.
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Chapter 4

Optical Properties of Zero-Mode
Waveguides
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4.1 Introduction

Figure 4.1: Illustration of Zero-Mode-Waveguide devices.

One method to increase signal-to-noise ratio in fluorescent single molecule

studies is to minimize unwanted background fluorescence. Since detected flu-

orescence comes from total number of fluorescent molecules inside a volume,

one way to study a single molecule while decreasing fluorescence from all other

molecules without lowering excitation light, is decreasing fluorescence from all

other molecules. This is achieved by limiting the total number of molecules
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being simultaneously illuminated, by either lowering the concentration of fluo-

rescent molecules in the illumination volume, or reduce the illuminated volume

itself.

On the other hand, for many physiologically relevant interactions, it is neces-

sary to keep ligand and substrate at micro-molar or higher concentrations (84).

For single molecule studies at these concentrations, it is necessary to limit illu-

mination volume to zepto-liter (10−21 Liter) range (49).

Zero-Mode-Waveguides (ZMWs), drawn in Fig. 4.1, are sub-wavelength

apertures milled in metal cladding and supported by optically clear substrate.

ZMWs reduce illumination volume by geometrically limiting the physical vol-

ume, and further optically limiting the penetration of the electromagnetic en-

ergy inside the aperture. The diameter ϕ can be made as small as ∼ 60nm. With

a height of 100nm, the cylindrical volume of the ZMW is on the order of attoliter.

More importantly, ZMWs’ optical property confines optical energy close to the

entrance of the aperture. For wavelengthes longer than those allowed for prop-

agation, light enters the apertures only to be exponentially attenuated, leading

to non-transmission mode, or zero-mode.

Usually the metal cladding is made of aluminum, for its best conductance

and therefore the best reflectivity in the visible wavelength. Gold has been used

where bio-compatibility and chemical resistance were required (51). However

gold starts to lose its reflectivity for wavelengths shorter than 400nm. Plasmonic

excitation of gold and light re-emission can occur at approximately 500nm,

which leads to a rich field for plasmonic studies, but limits the choice of flu-

orophores if the fluorescence of molecules is of prime interest (75). Although

silver has similar optical properties as aluminum, and apertures in silver has
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been studied extensively (16), it is easily oxidized and blackened. Therefore sil-

ver has not been used in making ZMWs for biological reactions. Chromium,

though chemically more resistant than silver and aluminum, has lower reflec-

tivity, i.e, smaller refractive index, and does not block optical energy well at the

visible wavelength. Indeed, ZMW devices made with 100nm-thick chromium

appear slightly transparent to the eye, though their exact transmission rate over

the visible spectrum remains to be characterized.

4.2 Motivation

There are two regions of ZMW that we need to explore the optical proper-

ties: First, the optical energy inside an aperture determines how a fluorescent

molecule is excited, and how much fluorescence emission is coupled back out

of the aperture that can be collected by the photon detector. This illumination

profile dominates detectable signal trace in time. Second, we are interested in

the optical energy coupled through the ZMWs. Not only is light transmission

through a sub-wavelength aperture an area of interesting study, it can excite

fluorophores in the vast region of open solution, which can contribute to back-

ground photon counts. For fluorescence studies interested in observing biolog-

ical phenomenon inside the aperture, background illumination, in other words

transmitted light, should be minimized to enhance signal to noise ratio.

For fluorescent single-molecule studies using ZMWs, light transmitted

through the apertures is responsible for the majority of background fluores-

cence. Even though optical energy has been greatly attenuated through the

aperture, the number of molecules it can excite in the bulk fluid is orders of
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Figure 4.2: A. SEM image of arrays of ZMWs of increasing sizes from “0”
to “9”, Numbers and rectangles visible in this image are fab-
ricated in gold to enhance contrast. Numbers designate col-
umn and row, while rectangles enclose ZMW arrays; B. Color
image of transmitted light from an incandescent bulb. ZMWs
with larger diameters pass more longer wavelength light than
those with smaller diameters; C. Measured ZMW diameters
compared to design size, from “0” to “9”.
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magnitude larger than that inside the ZMW. In addition to the field of plas-

monics, there is interest in using light passing through ZMWs as near-field light

source to study lipid membrane-bound single molecules (39). Recently, neg-

ative resist SU-8 has been used in revealing light intensity profile outside of

nanoapertures (1).

Three-dimensional simulation has provided numerical solution to the elec-

tromagnetic field in- and outside the ZMWs, indicating the existence of an

evanescent wave with quick attenuation along the direction of transmission

(49). However to our knowledge, there has been little experimental confirma-

tion that demonstrated this theoretical result. The experimental difficulty lies in

the fact that any probe inside the ZMW that can detect the field must be small

and approaching an infinitesimal dipole so as not to alter the surrounding field

significantly. And secondly, the locations of these probes must be known to a

great accuracy in order for the experimenter to map the electric field inside the

aperture. Since our field of interest is inside a sub-wavelength aperture, the

only probes that are small enough to map the field have to be at the molecu-

lar scale. And since we are working with electromagnetic waves in the optical

range, either photo-sensitive or optically detectable molecules are our primary

choice.

In this chapter, we first look at the fabrication techniques used in making

these sub-wavelength apertures. Next we provide a solution of electromagnetic

field, both theoretically for a perfect metal structure in the cylindrical coordi-

nate, and then numerically for the fabricated structure, using actual material’s

optical constants. Finally we compare experimental measurements with calcu-

lated results.
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4.3 Fabrication of Zero-Mode Apertures

Figure 4.3: SEM image of an array of ZMWs at 1µm spacing, showing aper-
tures (black circular holes) in aluminum where e-beam resist
pillars have lifted off; and where resist pillars still remain, with
aluminum covering their tops (bright spots); and where the pil-
lars have fallen flat on the substrate surface during the e-beam
resist developing stage and were subsequently covered by de-
posited aluminum.

Fabrication of Zero Mode Waveguides Various methods have been used to

fabricate sub-micrometer apertures on metal films. The straight forward way of

making apertures in metal is to evaporate metal film on a clear substrate first,

and then produce the apertures by, for example, focused-ion-beam (FIB) milling

(16,104), or reactive ion etching into masked aluminum film (49). Alternatively,

the positions of the apertures can be defined first with self-assembled nano-

sized beads (23), or positive electron-beam resist on the substrate, which are

subsequently dissolved after metal deposition, resulting a void where the place

holder used to be. Recently, a nanoimprint lithography step followed by metal

lift-off method was also introduced (101).
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Each fabrication method has its own advantages and drawbacks. FIB milling

can create apertures of various sizes and locations in an optically thick film. The

location and depth of milling are under experimenter’s precise control. How-

ever this method creates one aperture at a time, therefore is relatively slow and

inefficient, compared to self-assembled nano-sphere lithography (NSL). NSL

creates large number of apertures very efficiently and inexpensively, but lacks

the precision of location and size achievable by mechanical patterning tech-

niques such as electron beam lithography. Compared to a negative-resist metal

lift-off method, reactive ion etching uses a positive electron beam resist to define

aperture positions on top of an aluminum film, and subsequently etches aper-

tures into the aluminum. Both methods are large scale parallel fabrication that

results in large number of precisely controlled and spaced apertures on a film.

Both are efficient, compared to FIB, but more expensive compared to NSL, be-

cause of the electron-beam patterning step. In our fabrication, we have used the

negative-resist and metal lift-off method as described by Foquet et al (24). Com-

pared to reactive ion-etching, lift-off method gives cost-effective ZMW arrays

with a clean and smooth glass substrate.

The fabrication process is briefly repeated here: 170µm fused silica wafer

is first cleaned in ammonium hydroxide with hydrogen peroxide solution and

then in hydrogen chloride with hydrogen peroxide solution at 70 ◦C, each for 10

minutes. Cleaned wafer is rinsed and dried under nitrogen stream. Negative

electron-beam resist NEB-31A is then spin-coated onto the fused silica surface

at 4000rpm for 60 seconds, and baked at 115 ◦C for 2 minutes to drive out the

solvent. At this spin speed and pre-exposure bake temperature, the thickness

of the resist is approximately 400nm. A 7nm layer of gold is thermally evap-

orated onto the surface of the resist as a minimum-thickness conductive layer
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for charge dissipation during electron beam exposure. Electron beam exposure

is done in Jeol9300, with a current between 1 and 2nA, at acceleration voltage

of 100kV . Since NEB-31A is a chemically amplified negative e-beam resist, a

post-exposure bake step via contact-hotplate at 90 ◦C for 2 minutes is needed to

promote cross-linking reaction. Top layer gold is then etched away by immer-

sion in gold etchant type TFA (Transene, Danvers, MA) for 10 seconds. Wafer

is rinsed with de-ionized water, and developed in aqueous developer MF-321

(Shipley, Marlborough, MA) for 40 seconds, again rinsed, and dried under ni-

trogen stream.

Exposed areas of resist remains on the surface of the wafer. Since the area of

each exposure is small, the resist remain as pillars, with diameter on the order

of 100nm, and height at 400nm. Pillars with diameters smaller than 60nm tend to

fall flat onto the fused silica surface (Fig. 4.3) and do not result in final apertures.

∼ 100nm Aluminum is thermally evaporated onto the fused silica substrate

at pressures below 2× 10−6 Torr using CVC SC4500 evaporator. A quartz crystal

is used to monitor the thickness of the evaporated metal. Post-fabrication AFM

measurements of aluminum thickness agrees well with quartz crystal monitor

reading.

A protective coating of photo-resist, typically Shipley S1827 (Shipley, Marl-

borough, MA), is spin-coated onto the aluminum layer, and the 170µm fused

silica substrate is diced into easily handled devices. Before use, each ZMW

device is cleaned in acetone and isopropyl alcohol, and left in resist remover

(Shipley 1165) over night to dissolve e-beam resist pillars. Gentle sonication is

used in the lift-off process to clean the apertures of resist. Final device is rinsed

in deionized water, dried under nitrogen stream, and subject to gentle oxygen
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plasma clean for 30 seconds before experiment.

4.4 Characterize Zero Mode Waveguides

4.4.1 Several aspects of Zero Mode Waveguides

Zero Mode Waveguides, depending on how they are fabricated, have different

physical properties, namely, hole size/diameter, array spacing, and uniformity.

First of all, since Zero-Mode Waveguides are almost always fabricated in an ar-

ray, and never in isolated form, the array spacing is an important parameter

to consider. As shown by Ebbeson et al, periodic hole arrays may preferen-

tially transmit light at certain wavelengths (19). Secondly is their physical size,

which includes height/thickness of aluminum, and the diameter of the aper-

tures. Thirdly is their shape, i.e, if the vertical cross-section is purely cylindrical

or a cone shape, and if the transverse cross-section is rounded circular. We will

discuss each of these physical properties below.

Array spacing of ZMW Devices We fabricate ZMW arrays with 2, 5, or 10µm

spacing. These values are compromises for different ZMW applications. Ideally,

one would like to have an isolated aperture in order to minimize background

that could be collected in the field of view. However such isolated features will

be difficult to identify on an aluminum film, and can easily be confused with a

defect in the film. In addition it will be difficult to co-localize interesting biolog-

ical phenomenon with an isolated aperture. Therefore it is beneficial to maxi-

mize the number of apertures while at the same time, minimize the background
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that can be collected in the field of view. Therefore 5µm spacing is chosen, such

spacing gives approximately 27 × 27 bright spots per field of view using a 60×

water immersion objective with a 512 × 512 pixel array EMCCD camera.

Occasionally 2µm spaced apertures arrays are used when the physiological

activities under study are on the membrane or inside a living cell. Such arrays in

fact form grids that can be used to identify cells on the other side of an otherwise

opaque metal layer.

10µm spacing array of ZMW is used as a further compromise between locat-

ing an aperture and minimizing transmitted light from any aperture other than

the one under measurement.

Size of Fabricated ZMW Devices The dominating factor of fabrication that

determines the size of the resulting aperture is electronic exposure, or total dose

per fabrication spot. Although the freshness of the resist, pre- and post-exposure

temperature and time also play a role. During the e-beam exposure process, ac-

celerated electrons forward-scatter through resist and strike the fused silica sub-

strate. Only a fraction of the forward-scattered electrons lead to cross-linking of

the resist, the rest undergo backscattering and their resulting secondary elec-

trons can cause further cross-linking of resist in the neighborhood of the focal

spot, leading to proximity effect and expansion of the pattern.

When drawn on a computer aided design (CAD) software, ZMW devices

are designed to be much smaller than their final diameter. One version of CAD

drawing of ZMWs designated each aperture with a single exposure dot, corre-

sponding to a 5-nm resolution of the exposure tool. An alternative CAD draw-

ing of ZMWs used multiple 5nm dots to designate a single aperture. There were
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no noticeable differences of the final aperture using these two CAD drawings.

The determining factor for the resulting aperture size is the total electron dose

for an aperture.

Fabricated devices are examined with scanning electron microscopes

(SEMs). Diameters of apertures on aluminum film are measured directly on

SEM images. Five apertures are measured and diameters recorded for each de-

signed size. Their average is taken to be the average for that design and expo-

sure dose, and their standard deviation calculated to illustrate size distribution.

By comparing ZMW size and actual applied electron beam dose, we obtain an

empirical threshold of exposure QTH relating total exposure of electronic charge

QTOTAL to the resulting aperture diameter ϕ.

2 · QTOTAL√
2πσ

e
− ϕ

2

8σ2 = QTH (4.1)

where σ denotes pattern expansion constant for our resist and substrate.

In one incidence of fabrication, we obtained σ = 34.69 ± 1.84nm and QTH =

384.4 ± 36.3µC/cm2.

Since NEB-31A is a chemically amplified negative resist, the post-exposure

bake affects the resulting pattern. Although we did not characterize the exact

effect of post-bake temperature and time, we have been consistent with manu-

facturer’s recommended recipe, in order to obtain repeatable results.

We note the freshness of e-beam resist NEB-31A can also affect the resulting

aperture. In one occasion, resist that was a year beyond its expiration date pro-

duced patterns that were hard to lift off and cross-linked resist pillars were not
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Figure 4.4: Resulting aperture diameter is a function of total dose and ex-
pansion factor σ.

completely dissolving in 1165.

Shape of ZMW Apertures Aluminum layer is deposited via thermal evapora-

tion after e-beam resist pillars have been defined. Aluminum not only adheres

to fused silica substrate, but also sticks to resist pillars. Consequently, any alu-

minum that is accumulated on the top of the resist pillars tends to grow in size

and, together with the pillar itself, forms a shadow for the aluminum layer on

the substrate. The resulting device before lift-off, as shown in Fig. 4.5, appears

to have a muffin-top.

The shadowing effect of the “muffin top” can be seen more clearly in Fig.

4.6. The cross-section shows developed NEB-31A pillar is surrounded by alu-
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Figure 4.5: Evaporated aluminum on top of pillars, creating a shadow for
what’s below.

minum. Yet the gap between aluminum and resist pillar is formed because alu-

minum was blocked from this region.

Figure 4.6: Focused-Ion-Beam cross-section cut showing pillar formed by
developed NEB-31A before lifting off.
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Figure 4.7: SEM Image of a cross-section of a Zero-Mode-Waveguide de-
vice, showing approximately 0.2 radian sloped aluminum side-
wall. The diameter of the aperture is approximately 150nm.

As a result, ZMW devices fabricated using metal lift-off method will have a

conic shape inside, and a slightly slanted aluminum wall. From SEM image 4.7,

we estimate the slope of the side wall is approximately 0.2 radians, wider at the

top.
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4.5 Electromagnetic Solution of Zero-Mode Apertures

4.5.1 Wave Solution in Cylindrical Coordinates

The propagation of light in macroscopic medium satisfies Maxwell’s equations

(in SI units):

∇ · B = 0

∇ ·D = ρ

∇ × E +
∂B
∂t
= 0

∇ ×H − ∂D
∂t
= J

(4.2)

where E and H are the macroscopic electric and magnetic fields, D and B are

the electric displacement and magnetic induction fields, and ρ and J are the free

charge and current densities, respectively (31).

Material properties affect the solution of these equations. First of all, mag-

netic field B(r) is related to H(r) in that B(r) = µ(r)H(r), where µ(r) is the material

permeability. For most dielectric materials, the permeability is close to that of

vacuum, or µ0 = 4π × 10−7Henry/m. For simplicity, we use B(r) = µ0H(r).

For linear and isotropic media, the displacement field D(r, ω) is related to the

electric field E(r, ω) by a scaler dielectric function ϵ(r, ω) known as the permit-

tivity, where ω is frequency of electromagnetic wave. Here we have specifically

noted the spatial (r) dependence of each variable.

These four equations are not independent of one another. After a series of

manipulations (see for example, (11)), we have the following homogeneous vec-

88



tor wave equations for a source-free region,
∇2H − µϵ ∂

2

∂t2 H = 0,

∇2E − µϵ ∂
2

∂t2 E = 0.
(4.3)

In general, the wave solution to the Helmholtz’s equation

∇2E − γ2 ∂
2

∂t2 E = 0 (4.4)

is

E = x̂E0e−γz = x̂E0e−αze− jβz (4.5)

where we have arbitrarily defined the plane wave’s direction of propagation as

+z and polarization to be in the x-direction. Both α and β are positive constants.

α is a non-negative attenuation constant; β is a non-zero propagation constant.

Since

γ = α + jβ = jω
√
µϵ, (4.6)

and ϵ(r, ω) is material dependent, the solution E must satisfy boundary condi-

tions at all material interfaces.

In optics, complex refractive indices ñ = n + iκ are often used to describe the

optical properties of a material. where ϵ = ñ2. In fact optical phenomenon in our

structures can be completely described by electromagnetic theory above.

Since ZMWs are constructed in circular shape, the obvious choice of coor-

dinate system to use is cylindrical, where the geometry does not support a

transverse electromagnetic (TEM) wave, but only a transverse electric (TE) or

transverse magnetic (TM) wave, separately (11).
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TM wave solution 
Hz = 0

Ez(r, ϕ, z) = E0
z (r, ϕ)e−γz = CnJn(hr)cosnϕ

(4.7)

where Cn is an arbitrary constant, and Jn(hr) is the Bessel function of the first

kind of nth order with an argument hr, defined as

Jn(hr) =
∞∑

m=0

(−1)m(hr)n+2m

m!(n + m)!2n+2m (4.8)

E0
z must vanish at the perfect conductor boundary. Therefore

Jn(ha) = 0 (4.9)

where a is the radius of the cylinder. The eigenvalue for the TM01 mode that

corresponds to the first zero of J0(ha) is

hTM01 =
2.405

a
(4.10)

and the corresponding cut-off wavelength is

λTM01 =
2π
√
µrϵr

hTM01

= 2.613a
√
µrϵr (4.11)

TE wave solution 
Ez = 0

Hz(r, ϕ, z) = H0
z (r, ϕ)e−γz = C′nJn(hr)cosnϕ

(4.12)

where the boundary condition requires the normal derivative of H0
z must be

zero on the wall of the perfect conductor, that is

J′n(ha) = 0. (4.13)

The eigenvalue for the TE11 is

hTE11 =
1.841

a
, (4.14)
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giving the cut-off wavelength

λTE11 =
2π
√
µrϵr

hTE11

= 3.413a
√
µrϵr (4.15)

Cut-off Wavelength We see in a cylindrical waveguide, TE11 represents the

lowest mode with the largest cut-off wavelength λc. In addition, λc increases

when there is dielectric material ϵr > 1 that fills the waveguide.

However the above solutions are only valid for perfect metal. For real metal

with finite conductivity, boundary conditions do not require equations 4.9 and

4.13 to vanish. Therefore there is not a sharp and definite cut-off wavelength.

The actual solution inside the waveguide is a combination of TE and TM modes,

with finite attenuation along the direction of propagation. The actual solution,

however, can only be obtained using numerical methods.

4.5.2 Numerical Solution Using Finite Element Methods

Geometric Properties To obtain sensible numerical solution of Maxwell’s

equations, it is essential that we model our ZMW structures correctly. This in-

cludes correctly defining the geometric features that allow sufficiently accurate

solution within reasonable computing power.

Figure 4.8.A shows geometric drawing of a ZMW device. The overall vol-

ume is roughly 3 times the size of the ZMW aperture, plus a surrounding per-

fectly matched layer (PML) that minimizes reflected wave. Therefore the overall

dimension of the geometry is on the order of one wavelength. The mid-section

of the geometry is a 100-nm aluminum layer, supported by a fused silica (un-

doped SiO2) substrate below, and filled with dielectric filling inside and above
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the ZMW. The dielectric constant is that of water, simulating the aqueous en-

vironment used in actual experiments. When there is atomic layer deposited

material covering a layer just above and inside the ZMW, as drawn, the dielec-

tric constant of the ALD layer is taken to be that of the aluminum oxide. The

ALD layer thicknesses used in simulations vary from 5nm to 25nm.

Meshing COMSOL divides the geometry into very small and piecewise linear

segments in order to arrive at a numerical solution of the wave equation sup-

ported by the geometry. The smallest elements are in and around the corners of

the drawing. Coarse segments are used in the larger and continuous volume,

in order to speed calculation (Figure 4.8.B). On average, each geometry contains

between 500,000 and 700,000 elements, and each solution run (error less than

10−6) takes less than 1 hour.

Symmetry Argument We arbitrarily defined the plane wave to be polarized

in the x direction. Therefore the wave solution is symmetric with respect to the

y-axis. We take advantage of this symmetry and only simulate the +y half of

the geometry. Compared to a full geometry simulation model, this drastically

lessens the memory requirement and computing time. We note, symmetry argu-

ment dictates the y = 0 boundary be defined as a “perfect magnetic conductor”.

Material Properties There are four basic materials used in modeling the

ZMWs: fused silica substrate, aluminum (or other metal) that makes up the

cladding, aluminum oxide that represents the ALD layer, and aqueous layer

that fills inside and above the ZMWs. PML domains simply set up attenuation

constant inside respective materials in order to minimize reflected wave. For
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all materials except water, we measured their refractive indices using Woollam

ellipsometer (J. A. Woollam, Lincoln, NE).
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Data from Palik HOC Vol.1 P.759
Fitted data from Woolan Ellipsometer measurement

Figure 4.9: Refractive index of SiO2, measured from 170µm fused silica
wafer.

Fused Silica Substrate Fused silica showed remarkable constant refractive

index in the visible range. We used nS iO2 = 1.47 in our simulations.

Aluminum From profilometer measurement, we know our deposited alu-

minum layer is 100±5nm. Using this thickness in ellipsometry fitting, we obtain

the result shown in Figure 4.10.

After evaporated aluminum has been exposed in the air for days, there is a

native oxide layer that exists on the aluminum surface. The ellipsometry fitting
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Figure 4.10: Optical constants of thermally evaporated aluminum. Com-
plex refractive index is wavelength dependent and is written
is ñ = n − ik.

model assumed a top layer aluminum oxide between 2 and 5 nanometers thick,

which gives good fitting results.

However due to the small numerical value of the thickness of the native ox-

ide layer and the difficulty in resolving small features in finite element methods,

we do not explicitly include a native aluminum oxide layer in our simulations.
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Aluminum Oxide We postpone the discussion of Al2O3 till section 4.7.2.

4.6 Simulation Results

Figure 4.11: Simulated result of attenuation of energy density along the
central axis of transmission inside ZMW. Inset shows corre-
sponding color plot of energy density on the same color scale.

For various aperture diameters Fig. 4.11 shows relative attenuation of en-

ergy density inside apertures, with plane incident wavelength at 488nm. The

smallest aperture, with diameter ϕ = 30nm, though never successfully fabri-

cated using lift-off method, has the greatest attenuation along the direction of

transmission. Comparatively, the largest aperture, with ϕ = 240nm, is no longer

considered “zero-mode”, and shows very little attenuation. Interestingly, aper-
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ture with diameter ϕ = 140nm has the highest energy density at the entrance.

We think this is a result of energy concentration due to proximity to the edges

of the metal, similar to that of the standing wave effect when an electromag-

netic wave hits a metallic boundary, and forms a “node” approximately quarter

wavelength away from the boundary.

For each decay curve, we can fit an exponential decay model I(z) = I0e−ηz,

assuming z = 0 at the entrance, and compare the exponential decay constants

between various aperture sizes and among different metals.

Figure 4.12: Decay constants of various metals simulated as cladding sur-
rounding apertures. Energy density along the central axis of
aperture is fit to an exponential decay model, I(z) = I0e−ηz, and
exponential decay constant η is plotted here.

Attenuation Constant for Different Metals Exponential decay constants for

all metals, including the perfect metal, follow a monotonic decreasing trend as
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the aperture size increases, with aluminum most resembling the perfect metal.

Compared with aluminum, chromium, silver, and gold, are less conductive and

attenuate incident light much less in their apertures. Gold, however, shows

more attenuation than silver for apertures larger than 100nm. We think this is

due to the incident wavelength being close to plasmonic frequency of gold, and

the decay is due to energy transfer to gold, rather than due to geometric effect

of the aperture.

Figure 4.13: Time average of electric energy density inside and outside an
aperture of diameter=150nm in 100nm-thick aluminum layer,
supported by fused silica on one side, and immersed in aque-
ous solution in another. Light incidents from the fused silica
side. Shown in dB scale to include large dynamic range. A.
λ = 488nm without ALD layer; B. λ = 530nm without ALD
layer; C. λ = 488nm with 20nm Al2O3 ALD layer; and D.
λ = 530nm with 20nm Al2O3 ALD layer.
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Dielectric-filled apertures To compare with experimental results discussed

later in this chapter, we also simulated for numerical solutions of electromag-

netic waves in aluminum apertures with and without a dielectric layer, specifi-

cally, a 20nm aluminum oxide layer. Fig. 4.13 shows the electric energy density

plots. The obvious conclusion to draw is that the left-half of the frame show

more energy transmission (and hence inside the aperture), whereas the right

half shows smaller energy density. This is expected, because the left panel was

simulated using 488nm light whereas the right panel was simulated using 530nm

light.

The lower half of the figure are solutions assuming a 20nm ALD layer of

Al2O3. If we look carefully, we can see slightly higher optical transmission from

the apertures with ALD layer, than those without. We postpone discussion of

this result until the experimental discussion section later in this chapter.

Profile of a real ZMW In fabricating physical ZMW device, we used evapora-

tion and lift-off method. Since evaporated aluminum tends to form a crown or

a “mushroom top”-like feature, the aperture after lift-off tends to have a larger

opening than the bottom, due to the shadowing effect of the mushroom top.

We incorporated the bigger-opening shape of the actual device in one of our

simulations. Specifically, using SEM images (shown in Figure 4.7), we estimated

there is a 0.2-radian slope of the ZMW side-wall due to fabrication. Simulation

results shown in Fig. 4.14 suggests the optical energy is less confined inside a

ZMW with a sloped side-wall, compared to that of a perfectly vertical side-wall.

This result is hardly surprising given the wider aperture diameter towards the

opening.
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Figure 4.14: Simulated illumination profile inside ZMW with larger open-
ing than entrance. For each plot, the left half represents an
aperture with straight side-wall, and the right half represent
an aperture with a slanted sidewall. The intensity plots are on
the same scale for easy comparison.

On the other hand, the electromagnetic fields of a slanted-sidewall aperture

does not differ much from one with straight sidewall. The actual effect is as if

the aperture is slightly larger than its strictly cylindrical counter part by approx-

imately 10%. Therefore we ignore this difference in most of our simulations to

simplify geometric drawing.

Consequence to Diffusion Equation There have been various ways in de-

scribing fluorescence correlation function of molecules diffusing inside a metal-

lic aperture. For very small apertures, for example with diameter less than 60nm,

a one-dimensional diffusion model has been successfully applied (49, 84). This

model is adequate because of the fast attenuation of electromagnetic energy

along the axis of propagation. For diffusion studies of membrane-bound single

molecules, a two-dimensional diffusion model is appropriate, especially when

the aperture opening is large compared to the depth of the hole (103).

Alternatively, when aperture diameters are in the 100 ∼ 200nm range, the

attenuation of electromagnetic energy inside the aperture is not rapid enough
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to ignore field variations in the radial direction. Assuming a perfect cylindri-

cal shape, the only direction that a fluorescent molecules moves that does not

result in fluorescence fluctuation is the angular direction ϕ. Therefore in fitting

fluorescence correlation functions of molecules diffusing in ZMWs, we have

successively applied a 2-dimensional diffusion model (105):

GZMW(τ) = (1 +
F

1 − F
e−τ/τT )

1
Ne f f

1
√

1 + τ/τD1

1
√

1 + τ/τD2
, (4.16)

where F is fraction of molecules in triplet state with characteristic time τT , Ne f f

is the number of molecules in the observation volume, τD1 and τD2 are two char-

acteristic times for ẑ and r̂ directions, respectively. We have found it provide the

best fit for single fluorescent molecule diffusion in our ZMW devices, compared

to 1- or 3- dimensional diffusion models.

4.7 Experimental Materials and Methods

We present two experiments in better our understanding of ZMW’s optical

properties. First is wavelength-dependent transmission properties for different

hole sizes, measured using narrow band tunable filter. Second is illumination

profile inside ZMWs, measured using successive dielectric-filling of the aper-

tures to elevate fluorescent solution away from the aperture entrance.

4.7.1 Tunable Filter for Measuring Transmission

Transmitted Spectrum Measurement Since each ZMW only let very little

transmitted light through, measuring the transmitted spectra presents chal-

lenges. Previously, Huizhong Xu had attempted to measure discrete spectra
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using three filters at red, green and blue. However the relatively low sensitivity

of EMCCD camera did not yield great results. In our study, Avalanche pho-

todiode (APD) with much higher sensitivity, was used to collect transmitted

light. To obtain the complete spectrum, three tunable optical filters (Semrock,

Rochester, NY) were used to cover the complete visible range. Each filter po-

sition covers approximately 50nm bandwidth, and is tunable by adjusting the

light incidence angle.

As shown in Fig. 4.15, the incidence angle was changed by turning the Versa

Chrome series tunable filters from Semrock (Rochester, NY) inside a custom-

machined holder at constant speed. A Hall-effect sensor detects the 90-degree

incidence angle and a pulse is sent to gate the APD output, such that photon

count momentarily reads zero. This zero-reading is used to mark the starting

point of a rotation, and incidence angles are interpolated for every degree be-

tween successive zero-reading marks, and mapped to filter pass band according

to table 4.1.

4.7.2 Aluminum Oxide Filling by Atomic Layer Deposition

We use atomic layer deposition tool (Oxford ALD FlexAL, Oxfordshire, UK) to

deposit thin layers of dielectric material into the ZMWs. Prior to ALD process,

ZMW devices were diced, resist pillars lifted off, and cleaned in Glen1000 oxy-

gen plasma etcher (Yield Engineering Systems, Livermore, CA) for 5 minutes at

400W continuous RF power.

For each ALD process, we used 300◦C thermal Al2O3 recipe, and repeated the

deposition cycle by desired number of times. We used geometrically increasing
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Table 4.1: Versa Chrome filter series center wavelength and pass band
width, extracted from simulation results provided by Semrock.

Filter TBP01-490/15-25x36 TBP01-550/15-25x36 TBP01-620/14-25x36

Angle λc (nm) BW (nm) λc (nm) BW (nm) λc (nm) BW (nm)

0 490.0 19.6 549.9 19.4 620.0 19.2

10 487.6 19.6 547.3 19.4 617.2 19.2

20 480.8 19.2 540.3 19.0 609.1 19.4

30 470.4 18.8 529.4 18.8 596.5 19.0

40 457.3 18.6 515.6 18.8 580.6 18.8

50 443.1 19.0 500.7 19.0 563.3 19.0

60 429.3 19.4 486.6 19.6 547.1 19.4

Figure 4.16: Sample Versa Chrome Transmission characteristic at 0◦ and 60◦,
two edges of the usable range.
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number of cycles between successive devices, because we expect exponential

effect of the filled dielectric.

Figure 4.17: Linear relationship between deposited Al2O3 and the number
of ALD cycles.

We measure the thickness of deposited aluminum oxide using ellipsometry.

All devices were measured prior to ALD process, and data analyzed to extract

the native aluminum oxide thickness, which is 29.98 ± 0.01Å. Refractive in-

dices of native aluminum oxide are extracted for wavelengths between 300 and

1000nm, and shown in Fig. 4.18

As with native oxide, the deposited aluminum oxide’s refractive indices are

also extracted for the wavelengths between 300 and 1000nm. The fitting of re-

fractive indices and oxide layer’s thicknesses from ellipsometry measurement is

iterative. With extremely thin deposited layers, either a small thickness value or
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a low refractive index could account for the relatively small shift in ellipsometry

measurement data compared to that without ALD deposition. We hypothesize

that the ellipsometry measurement of thickest ALD layer should provide the

least uncertainty in refractive index. Therefore we first fit the data from the

device with the longest ALD deposition cycle, and extracted the ALD layer’s

thickness and refractive indices. We then smoothed the average extracted re-

fractive index using a Cauchy model. Finally this smoothed refractive index

curve, shown in Fig. 4.18, was plugged back into the ellipsometry fitting rou-

tine in order to obtain all the other ALD layer thickness values, shown in Fig.

4.17.

Figure 4.18: Measured refractive indices of native aluminum oxide and
ALD deposited Al2O3, smoothed to a Cauchy model n =
1.583 + 7551

λ2 +
0.8474
λ4
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Figure 4.19: Reconstructed 3-D representations of AFM measurement of
device profile showing a, height difference h0 between top
aluminum and fused silica substrate surfaces without ALD
deposition and, b, height difference h with 320 cycles of ALD
deposition resulting in 39nm Al2O3. Both h0 and h are found to
be approximately 120nm, indicating uniform ALD deposition
on both fused silica and aluminum surfaces

ALD coats inside and bottom of ZMWs Ellipsometry only measured the ALD

thickness on the flat surface of aluminum, but not that inside the ZMW aper-

tures. Since the ZMW wall consists of aluminum, and bottom consists of fused

silica, we need to verify that the deposited dielectric material uniformly coats

both fused silica and aluminum in order to be certain that ALD layer is de-

posited on the bottom of the ZMWs. We used atomic force microscopy to pro-

file a 5µm-square opening on the aluminum surface that exposed the underlying

fused silica substrate. As shown in Fig. 4.19, without ALD deposited Al2O3, the

height difference h0 between fused silica and aluminum surfaces, i.e, the alu-

minum layer thickness, is 120.35 ± 1.74nm, whereas with ALD deposition, this

height difference h is 120.21 ± 2.40nm, indicating that ALD deposition indeed

coats both fused silica and aluminum (with native oxide) surfaces without pref-

erence. Therefore we conclude ellipsometry measurements of deposited Al2O3

on aluminum surface also reflect the thickness of that deposited inside the ZMW

apertures.
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Figure 4.20: Reconstructed 3-D representations of AFM measurement of
one ZMW coated with ALD film. The dip in the surface indi-
cates where the ZMW used to be, and is only partially filled
with the deposited film. The small lump next to the opening
of the dip was most likely due to deposited aluminum that
did not completely lift off during the ZMW fabrication pro-
cess.

Figure 4.21: Scanning Electron Microscope image of a ZMW with a thin
layer of ALD film cover. The ALD film is seen to have confor-
mally coated the ZMW aperture.
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At the same time, the ALD film does not cover the openings of the apertures

in aluminum. As we can see in Fig. 4.20 and 4.21, the ALD film coats both

the topside aluminum and conformally coats the inside walls of the ZMWs,

confirming the ALD coated model shown in Figure 4.22.

Figure 4.22: Drawing of ZMW with ALD layer. Deposited ALD thickness
t conformally coats the inside of ZMWs and shrinks the effec-
tive volume of the aperture.

This is an idealized model of ALD coating the aperture. Certainly in reality

we expect the deposition to be non-uniform, and perhaps filling up corners a lot

faster than surfaces or walls. Indeed the openings of very small apertures tend

to be pinched off with large number of ALD cycles, resulting in lack of fluo-

rescence reading when dye-labeled molecule solution is introduced, indicating

non-accessible volume. However when we deposit less than 20nm Al2O3, the

deposited layer thickness is much less than that of the ZMW dimension, which

is on the order of 100nm in diameter, and we assume this idealized model to be

approximately true, and reasonably fit for numerical simulations.
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4.8 Results and Discussion

4.8.1 Transmission Properties

Figure 4.23: Compare measured and simulation results of transmitted
light through 156.2 ± 2.1nm aperture in aluminum layer, with
and without 20nm Al2O3 ALD layer.

We measured transmitted spectra of 156.2 ± 2.1nm apertures, with and with-

out 20nm ALD Al2O3 layer. Raw photon counts of every incident angle of an

aperture is divided by raw photon counts of a large opening at the same in-

cident angle on the device, normalizing out other optical elements’ effects in

the optical path, resulting in spectral property of the aperture alone. Since the

large opening on the device passes orders of magnitude more light than a sub-

wavelength aperture, a neutral density filter was used in order to protect APD

from saturation. Proper scaling parameters were used to match the three sec-
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tions of results of three filter bands. Data over 9 holes of the same size were

averaged to give good statistical distribution and minimize uncertainty from

hole-to-hole variations.

In collecting simulation results, a mesh grid of a circular region is set up over

the aperture opening, forming roughly a 129-degree dome simulating 1.2× nu-

merical aperture of the 60× objective lens used in photon sampling. Transmitted

intensity is the integrated time-average energy density of this region.

There are several basic observations we can make from the plot in Fig. 4.23.

First of all, longer wavelength is more attenuated. We can approximately fit a

wavelength-dependent exponential decay constant. However, the data does not

fit well to a simple exponential decay function, nor does it fit to an exponential

decay function with decay constant in the form of −b
√

1/λc − 1/λ (84). This is

because first of all, the ZMW aperture is neither an infinitely long cylindrical

waveguide, nor an aperture on an infinitesimally thin perfect metallic slab. Sec-

ondly, there is not a definite cut-off wavelength, due to the finite conductivity of

real metal. Therefore these is always loss as light transit through the apertures.

This leads to our second observation, that aperture with 20nm ALD dielec-

tric allows more light through, and has a seemingly longer cut-off wavelength

than the aperture without ALD layer. This behavior agrees with prediction

of Eq. 4.15 that λc increases when there is dielectric material ϵr > 1 that fills

the waveguide. Although our theoretical derivation was based on an infinitely

long waveguide in cylindrical coordinates, nonetheless, dielectric filling effec-

tively “shortens” the wavelength of light, and can satisfy the same geometry’s

boundary condition with a lower frequency light compared to a vacuum-filled

aperture.
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4.8.2 Illumination Profile Inside Apertures

Figure 4.24: Comparing measured and simulated fluorescence intensity
for apertures of two diameters, with and without ALD de-
posited aluminum.

Fluorescence intensity data were taken with 488nm laser illumination and

collected in a confocal set up, detecting photons in the emission band of

Alexa488 dyes. 1µM dUTP-Alexa488 (Molecular Probes, Carlsbad, CA) in 1×

PBS solution was used as imaging probes to report illumination intensity in-

side the apertures. Since the illumination intensity inside a ZMW is assumed to

follow an exponential decay profile, that is,

I(z) ∼ I(0)e−ηz (4.17)

exciting fluorescent molecules in volume dv with concentration C, the total emit-

ted photon intensity from volume dv at depth z is

dIm(z) ∼ I(0)e−ηzdv. (4.18)
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By reciprocity (8, 45), the efficiency of fluorescence emission coupling out of

aperture is the same as excitation light going in. Therefore the fluorescence

intensity at detector is

dId(z) ∼ I(0)e−2ηzdv. (4.19)

Here we have assumed the attenuation constant η is the same for both the

excitation and emission wavelengths of the fluorophore, which in reality is not

the case. However based on our simulation, see Fig. 4.12, the attenuation con-

stants at these two wavelengths do not differ drastically. The model we have

assumed here will result in an average value of the two, i.e, 2η = ηex + ηem.

Using the ALD-filled ZMW model shown in 4.22, the total fluorescence in-

tensity collected from an aperture is:

Id ∼
∫ a−t

r=0

∫ ∞

z=t
I(0)e−2ηz2πrdzdr (4.20)

∼ π(a − t)2I(0)e−2ηt (4.21)

where t is the thickness of ALD layer, elevating fluorescent solution away from

aperture entrance, a is the radius of the aperture.

Table 4.2: Fitting result of exponential decay constant η used in equation
4.21.

Diameter (nm) Simulation (nm−1) Experiment (nm−1)

178±7 9.7±5.8 2.0±2.6

171±3 3.2±1.9 3.9±4.5

156±2 2.9e-6±2.6 3.4±3.4

127±5 3.9e-6±4.8 1.0±5.0
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Clearly, other than the result of the 180nm-diameter aperture, the measured

exponential decay constants are smaller than what we had expected using Fig.

4.12. Although we had expected an attenuation constant close to 10nm−1, the

fitting data of fluorescence in ALD-deposited apertures suggest a decay con-

stant between 2 and 3 times less. We attribute this disagreement to the fact

that ALD layer enhances both the energy traveling through the aperture, and

the energy coupled into the aperture. According to Fig. 4.23, the ratio of en-

ergy coupled into ALD deposited apertures to no ALD deposited apertures is

around 2. Therefore as the ALD layer lifts fluorescent solution away from the

aperture opening and away from the most intense optical energy, it also passes

more light into the aperture. The exponential decay of optical energy is greater

than the enhanced transmission due to ALD dielectric filling, resulting in a com-

bined effect of lower excitation energy with increasing ALD layer thickness, but

still greater fluorescence than predicted by a simple exponential decay model.

Therefore the model assumed by Eq. 4.21 is invalid for our ALD measurement

and simulation, and should be adjusted to reflect higher transmission with de-

posited dielectric filling.

4.9 Conclusion

We demonstrated highly sensitive measurement method and analyzed illumi-

nation profile inside sub-wavelength aluminum apertures. We showed agree-

ment between measurement results and numerical solutions obtained using fi-

nite element methods. The basic assumption that optical energy decreases ex-

ponentially inside a metallic aperture is shown to be valid. At the same time,

dielectric-filling inside metallic apertures enhances transmission.
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Chapter 5

GFP Aptamer Binding to GFP
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5.1 Introduction

As a demonstration of signal processing techniques discussed so far, we study

the effect of a short ribo-nucleotide, or an aptamer, on the fluorescence of Green

Fluorescent Protein (GFP). To investigate the fluorescence behavior on a single-

molecule basis, we use ZMWs to minimize background fluorescence, while

keeping fewer than one molecule inside the observation aperture. In processing

photon data collected through ZMW observation, we used matched filtering

to clean up noise in the frequency domain, and maximize the signal to noise

ratio in order to identify single molecule events, from which a correct photon

count histogram can be obtained. In addition, we used fluorescence correla-

tion spectroscopy to analyze the interaction between GFP and a dye-labeled

aptamer. With careful selection of fluorescent molecules, we did not have to uti-

lize spectral deconvolution techniques to separate fluorescence from GFP and

dye-labels. We find that upon aptamer binding, a GFP molecule may be in a

dark (∼ 43% of the time) or a fluorescent (∼ 57%) state. However, even in the

fluorescent state, an aptamer-bound GFP molecule is on average only 45% as

fluorescent as a free GFP molecule. This result agrees with bulk measurement

where GFP solution saturated with aptamer is only 25% as fluorescent as a sim-

ilar solution without the aptamer.

5.2 Background

Green Fluorescent Protein Green fluorescent protein (GFP) was first discov-

ered in 1962 by Shimomura et al (88).The wild type GFP has two absorbtion

peaks, at approximately 396nm and 473nm, with a higher extinction coefficient
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Figure 5.1: Tertiary structure of Green Fluorescent Protein (GFP) showing
beta barrel and its caged fluorophore. Image from the RCSB
PDB (www.pdb.org) of PDB ID 1GFL (109).

Figure 5.2: Chemical structure of GFP fluorophore. (78)
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at the shorter wavelength, and one emission peak at 504nm (76). However, there

are many variants derived from wild type GFP that absorb and emit at slightly

shifted wavelengths, and with different extinction coefficients and quantum

yields. One of the most popular phenolate anion mutants, the enhanced GFP

or eGFP, is used in our current study. Its excitation wavelength peak is at 488nm

and its emission peak is at 509nm (76, 102). Compared to other dyes, eGFP has

the advantage of a high extinction coefficient (ϵ ∼ 5M−1µm−1) and quantum yield

(∼ 0.6) and can be naturally expressed by organisms upon successful transfec-

tion. It has also been reported that a single GFP molecule has on and off blinking

characteristics that go dark after prolonged illumination at its excitation wave-

length. This dark state, however, is reversible when the molecule is radiated

with shorter wavelength (360 ∼ 405nm) light (18). Though GFP was originally

found in Aequorea jellyfish, the cloning (78) and expression of its genes were later

demonstrated in other organisms, and proven to be a useful marker of gene ex-

pression, molecular kinetics, and cell signaling (9, 30). Its utility rests in that

GFP is a relatively small molecule. At 27kDa and only 238 amino acid residues,

it provides stable fluorescence by encaging its fluorochrome safely within its

beta-barrel structure (Fig. 5.1). When GFP is used in tagging applications, its

fluorescence intensity and location is a direct reflection of gene expression or

subcellular localization of GFP-fused proteins. In a recent application, Moran-

Mirabal et al studied cell investigation into nano-sized apertures using cells ex-

pressing actin fused with GFP (64). GFP’s fluorescence can be altered by its

local environment, either chemically, or by ligand-substrate interactions, mak-

ing it suitable as a physiological reaction indicator. Indeed, the current study

is on an aptamer’s effect upon binding to GFP, and its potential application as

a cellular activity indicator by controlling fluorescence intensity via association
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and dissociation of a GFP aptamer to GFP.

For simplicity, in the rest of this discussion, “GFP” refers to the eGFP variant

in our study, unless otherwise noted.

GFP-Aptamer Aptamers are short DNA or RNA oligos with relatively simple

structures and certain physiological attributes. A vast pool can be created with

enormous diversity from simple sequence alterations. Oligos with desired func-

tionality can be selected from the pool via systematic evolution by exponential

enrichment or SELEX (96).

The GFP aptamer under study is an 82-nucleotide RNA oligo that has been

identified using this method. The initial GFP aptamer was selected from a 50-

randomized nucleotide RNA pool with 1014−1016 unique molecules. His-tagged

GFP bound to nickel-charged beads and nitrocellulose membrane-bound GFP

were used alternately in RNA molecule selection steps, with negative selec-

tions for nickel-charged beads and nitrocellulose-membrane, resulting in mul-

tiple copies of two highly related families of RNA oligos after 15 rounds of

binding and amplification. It was found that these two families both had sub-

micromolar affinity towards GFP, and they were homologous. It was also found

that deleting either the 5’ or the 3’ primer regions caused one of the RNA fam-

ilies to lose activity, indicating the need for some extended nucleotide link for

the oligos to maintain their secondary structures. A new RNA pool was created

based on this result, each molecule with the core 36-nt binding sequence shared

by the two families, and flanked by a 45-nt and 40-nt random regions on 5’ and

3’ ends, respectively, plus the constant PCR primers, leading to a new 1014−1016

RNA pool. Further 12-rounds of SELEX process on this new library resulted in
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one clone, designated as AP3, and identified to have the highest affinity towards

GFP (KD = 14.4nM) and fluorescence quenching efficacy (∼ 70%) (89).

Figure 5.3: Secondary structure of GFP aptamer AP3 (89).

5.3 Fluorescence Reduction of GFP in Bulk Measurement

5.3.1 Materials and Methods

GFP-Aptamer The 82-nucleotide RNA peptide AP3 is not fluorescent on its

own. Fluorescent versions of AP3 were produced using dye-labeled primers

to initiate transcription. However, the labeling efficiency is only estimated to

be between 20% and 50%. Cy-3 labeled aptamers were used for bulk measure-

ments, both in solution and in surface-immobilized GFP using Ni2+. Dy-647
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labels were used for single-molecule fluorescence correlation studies described

later in this chapter. Compared with the Cy-3 label, Dy-647 is spectrally further

separated from that of GFP, and hence easily distinguishable using appropriate

emission filters. In labeled aptamer solutions, there were un-incorporated dyes

and dye-labeled free primers, as well as short segments of RNA degradation

products. A gel-purification step was used to remove these smaller molecules

for single-molecule experiments. For storage, the aptamer is kept in a concen-

trated aliquot with Tris·HCl at pH 8.0, and SUPERase·In RNase Inhibitor from

Ambion, Inc (Austin, TX), and stored at −25 ◦C.

Optical Set Up An inverted IX-71 microscope (Olympus USA, Central Val-

ley, PA) was used for epi-fluorescence measurements. Excitation light comes

from an EXFO arc lamp (Mississauga, Ontario, CANADA). Two fluorescent fil-

ter sets from Chroma Technology (Bellows Falls, VT), one for GFP and another

for Cy3/DiI were used to image GFP and Cy-3 labeled aptamers respectively.

Fluorescence images were acquired through a 20×microscope objective and col-

lected by an EMCCD camera.

Binding Buffer GFP aptamer binding to GFP was detected in binding buffer

with 0.5% BSA, 1xPBS and 5mM MgCl2 at pH 7.4.

5.3.2 In Solution

Two images were taken of GFP solutions, as seen in Fig. 5.4. With 1µM GFP in

PBS, we see the detected fluorescence intensity is much greater than the same
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Figure 5.4: GFP fluorescence in solution with and without Aptamer.

GFP solution with 5µM (unlabeled) aptamer. If we assume KD = 14nM, more

than 99% of GFP molecules should be bound by an aptamer. Although the ex-

act fluorescence intensity decrease after adding aptamer depends on scaling and

proper background correction, the approximate reduction of fluorescence is in-

deed 70%, agreeing with previous results (89). However this experiment does

not clearly explain what aptamer binding does to GFP.

5.3.3 Cy3 labeled Aptamer Binding to GFP Immobilized on

Glass Surface

Since the GFPs were expressed with a sequence of six histidines at their C-

terminus, and this (His)6 group (or His-tag) binds strongly to divalent metallic

ions such as Cu2+ and Ni2+ (81), Ni2+-coated surfaces can be used to immobilize

GFPs with His-tag. 0.1µL of 200mM NiCl2 dissolved in water was dropped on

a clean microscope slide and allowed to dry on a 70 ◦C hot plate. 500nM His-

tagged GFP in PBS buffer was dropped on the slide and allowed to incubate for
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Figure 5.5: Fluorescence of GFP molecules fixed on surface via Ni2+ bind-
ing, before and after adding Aptamer solution.

30 minutes. The slide is then rinsed with deionized water, and imaged with pure

PBS buffer, used to keep the slide hydrated. 100nM Cy3-labeled GFP-Aptamer

solution was subsequently applied to the same surface, allowed to incubate for

half an hour at room temperature, before being washed off with de-ionized wa-

ter and imaged.

With dried Ni2+ grafted on the surface, we can clearly see His-tagged GFP

adsorption by the increase in fluorescence in the 515∼560nm band (Fig. 5.5.A).

But there was undetectable fluorescence in the 605nm (Rhodamine/Cy-3/DiI

filter, Chroma Technology) band, before Cy-3 labeled aptamer solution was

added (not shown). After the 5µM aptamer solution was incubated, there was

a marked reduction in GFP fluorescence (Fig. 5.5.B) and increased Cy-3 fluores-

cence, indicating adsorption of Cy-3 labeled aptamers (Fig. 5.5.C), co-localized

where GFP protein had adsorbed. Control experiments using Cy-3 labeled ap-

tamer solution, incubated on a Ni2+ grafted surface did not result in specific

adsorption to the surface (not shown), indicating targeted aptamer binding to

GFP molecules only.
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5.3.4 Whether Aptamer completely quenches GFP

From bulk-fluorescence measurements, we see that when aptamer is mixed

with GFP in solution, the overall fluorescence of the GFP solution decreases by

roughly 70%. It is uncertain, however, if aptamer binding to a single GFP results

in complete quenching of GFP fluorescence, or if 30% of GFP remain, however

transiently, unbound and fluorescent at normal levels. In order to tell how ap-

tamer affects GFP fluorescence on a single-molecule level, the straight-forward

method is to continuously monitor a single GFP molecule’s fluorescence, add

aptamer molecules, detect binding, and observe the GFP molecule again detect-

ing its fluorescence change.

This method is met with several difficulties. First of all, in order to focus ob-

servation on a single GFP molecule, it is necessary to either track the molecule as

it diffuses through solution, or stationarily observe a fixed molecule. Although

His-tagged GFP molecules can be immobilized on Ni2+ grafted surfaces, and

observation can be focused on a few fluorescent spots on said surface, impu-

rities can confuse our measurements, GFP can float off half way through ex-

periments, or GFP can go into blink mode where it will temporarily become

non-fluorescent (18). Therefore we may lose a GFP molecule under observation

simply due to prolonged exposure at its excitation wavelength. This blinking

behavior may also be confused with fluorescence quenching after GFP-Aptamer

is incubated on a surface. Lastly, if aptamers completely quench GFP’s fluo-

rescence, we will not be able to image any surface features. In short, observ-

ing a fixed GFP molecule’s fluorescence and the effect of GFP aptamer has to

overcome uncertainties in location, fluorescence baseline, photo bleaching and

blinking characteristics that are beyond the experimenter’s control, or at best,
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requires observations of many molecules in order to build a statistical distribu-

tion of GFP fluorescence before and after aptamer binding.

5.4 Single-Molecule Measurements

To understand the aptamer binding effect on GFP, it is important that we isolate

each individual molecule and study the fluorescence one molecule at a time.

Two methods allow us to observe GFP in free solution and on a single

molecule basis: nanofluidic channel, and confocal microscopy using zero-mode-

waveguides. In fact both techniques use a confocal set up. In nanofluidic chan-

nels, molecules are driven through a laser focal volume using electrophoresis.

Due to the fluidic channel geometry, the concentration needed in order to keep

on average one molecule in the focal spot and still have good flow characteris-

tics, is on the order of 100pM. This is at least two orders of magnitude smaller

than the currently known KD between GFP and AP3. In addition, magnesium

ions in the aptamer solution tend to severely limit the flow rate under elec-

trophoresis. Therefore when we ran GFP and aptamer mixture in the nanoflu-

idic channels, we did not see bound molecules. Hence this experimental result

is at best inconclusive. For completeness, additional information on this exper-

iment is included in appendix 5.6.3.

Zero-Mode-Waveguides Zero-Mode Waveguides provide a reaction and ob-

servation volume that is on the order of zeptoliters, allowing single molecule

observation while keeping the ligand concentration up to micro-molar range.

In our case, we test GFP and aptamer binding with ligand concentrations at less
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than 1µM, which is relatively low compared to what is permissable by ZMW,

but much higher than what can be achieved with diffraction-limited illumina-

tion.

We attempted two methods using ZMWs. First, in subsection 5.4.1, we im-

mobilized GFP molecules inside ZMWs, and applied a Cy-3 labeled aptamer

solution. We did not resolve a fluorescence change upon binding. However

from photo bleaching experiments, we did determine koff is very low, hence un-

binding of AP3 from GFP is infrequent enough to be readily observed.

Second, Dy-647 labeled GFP aptamer was added to GFP solution of 100nM.

These solutions were measured with ZMWs using fluorescence correlation spec-

troscopy before and after adding aptamer. By careful calibration of illumination

volume and photon counts from single-molecule fluorescence, and counting

photon data at fine time resolution, we determined an empirical binding model.

(Section 5.4.2)

5.4.1 Lack of Aptamer Unbinding from GFPs

One straightforward way to study molecule interactions inside ZMWs is to fix

one substrate inside the ZMW, and allow a fluorescently labeled ligand to dif-

fuse in and either associate with, or dissociate from the substrate, while its ki-

netics are monitored via confocal microscopy. We immobilized GFP into ZMWs

using non-specific adsorption, and applied labeled aptamers in solution.

Lack of Aptamer Unbinding We incubated GFP in ZMW device and let the

proteins adsorb non-specifically. As shown in Table 5.1. After washing with
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Table 5.1: Incubating GFP in ZMWs with Aptamer and Control. Cy-3 la-
beled AP3 clearly binds to GFP in ZMWs and partially quenches
GFP fluorescence, while Cy-3 fluorescence could be detected, in-
dicating aptamer binding.

GFP Cy3-Aptamer GFP Filter Cy-3 Filter

in ZMW Cy3-AP3

Cy3-Control

deionized water, there was still fluorescence from GFP, indicating adsorbed pro-

teins. After incubating with Cy-3 labeled AP3, we saw clear accumulation of

Cy-3 fluorescence in the same ZMWs and a drastic drop in GFP fluorescence.

On the other hand, ZMW apertures with Cy-3 labeled aptamer that had a com-

plimentary sequence of AP3, which we call reverse aptamer, and used as a con-

trol, did not show a clear change in GFP fluorescence, nor accumulation of Cy-3

fluorescence beyond normal detectable signals from diffusing molecules.

Photo-Bleaching Experiment When we used a 543nm laser to illuminate

ZMWs with Cy-3 labeled AP3, we saw step-wise drops of fluorescence, shown

in Fig. 5.6, without seeing any step-wise increases of fluorescence. Therefore,

we conclude the drop in fluorescence is due to bleaching of Cy-3 label, whereas

the aptamer once bound to GFP, does not dissociate in the time frame of obser-

vation.
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Direct binding and unbinding of AP3 to GFP on a single molecule level is

thus difficult to detect. Due to fluorophore-to-metal interactions and the un-

certainty in location of GFP inside ZMWs, we cannot tell the exact fluorescence

decrease of GFP due to aptamer binding without a large number of observations

to gain statistical confidence.

5.4.2 GFP-AP3 Interaction Model

GFP fluorescence in Presence of GFP-Aptamer Before considering different

methods of coincidence measurements, let’s consider for a moment the four

possible outcomes when we mix GFP and Dy-647 labeled AP3.

Figure 5.7: Reaction model of GFP and GFP-aptamer.

Here we propose a general model (Fig. 5.7) that may describe what happens.

1. Nothing happens if aptamers do not bind with GFP molecules. In this

case, both GFP and aptamer molecules diffuse independently. Our pre-

vious results have ruled out this possibility, as we have confirmed that

aptamers bind GFP quite strongly;

2. Aptamer binds GFP molecule and completely quenches the GFP fluores-

cence. In this case, we see lower overall GFP fluorescence, but otherwise

independent GFP and aptamer diffusion. Due to similar molecular weight
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and size, it will be difficult to tell a bound complex from an unbound ap-

tamer’s diffusion behavior. We will not be able to see bound GFP because

they are undetectable. In this case, p = 0, f = 0;

3. Aptamer binds to GFP molecule and decreases but does not completely

quench GFP fluorescence. In this case, we see decreased overall GFP fluo-

rescence, but we also see a population of GFP and AP3 molecules diffuse

together, in addition to independent diffusions of free GFP and labeled

AP3 molecules. In this case, p = 1, and 0 6 f 6 1;

4. A combination of the second and third possibilities above, where some of

the aptamer-bound GFP molecules are completely dark, and some are still

fluorescent. In this most general case, 0 < p < 1, and 0 6 f 6 1.

To tell if aptamer binding completely quenches GFP fluorescence, we use

fluorescence cross-correlation measurements.

Dual-Color Cross-Correlation Spectroscopy Fluorescence-Correlation Spec-

troscopy is a single-molecule technique that examines the temporal relation-

ship of molecular dynamics (21). Dual-color fluorescence cross-correlation

spectroscopy was first suggested by Eigen and Rigler (20), and experimen-

tally demonstrated in a dual-labeled nucleic acid reaction system by Schwille

et al (87).

In cross-correlation of two species containing dual-fluorescent molecules,
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the correlation functions are (87):

GDG(τ) =
⟨CG⟩DiffG + ⟨CGR⟩DiffGR

Veff(⟨CG⟩ + ⟨CGR⟩)2 (5.1)

GDR(τ) =
⟨CR⟩DiffR + ⟨CGR⟩DiffGR

Veff(⟨CR⟩ + ⟨CGR⟩)2 (5.2)

G×DGDR(τ) =
⟨CGR⟩DiffGR

Veff(⟨CG⟩ + ⟨CGR⟩)(⟨CR⟩ + ⟨CGR⟩)
(5.3)

where we have designated G for GFP, R for Dy647-labeled AP3, GR for Dy647-

AP3-GFP complex, C stands for concentration, and Diff∗ is the temporal fluctu-

ation decay function of diffusion species ∗, which in our case, is Eq. 4.16, where

the effective number of molecules in the observation volume Veff, is N, and

G×DGDR(0) =
NGR

N tot
G N tot

R
(5.4)

where N tot
G = NG + NGR and N tot

R = NR + NGR.

The existence of a cross-correlation can confirm whether or not GFP aptamer

binds to GFP when the two solutions are mixed, provided there is no false corre-

lation between two detection channels due to spectral cross-talk. Fig. 5.8 shows

that there is little overlap between the excitation and emission bands of GFP

and Dy-647.

In addition, as we can see from Fig. 5.9, while taking autocorrelation curves

of GFP or Dy-647 labeled aptamer solutions independently, we can obtain clear

FCS curves for the species of interest, while observing only background fluo-

rescence of the other detection channel. In other words, spectral bleed through

from GFP detection channel to Dy-647 detection channel is insignificant and

below noise, and does not produce any false cross-correlation curves.

Therefore, if there is any cross-correlation between fluorescence events in the

GFP detection channel and Dy647 detection channel, it must be a result of the

131



Figure 5.8: Excitation and emission spectra of GFP, Cy3, and Dy647. There
is very little overlap between GFP and Dy647. Yet there is con-
siderable spectra leak through between Cy3 and GFP, and Cy3
and Dy647.

two fluorescent molecules (GFP and Dy-647) diffusing together through the ob-

servation volume, indicating aptamer bound to still fluorescent GFP molecules.

Indeed, we can see clear cross-correlation curves of signals from green and

red detection channels, indicating co-incidence of diffusion between a green and

a red species (Fig. 5.10). This result strongly suggests binding of Dy-647 labeled

aptamer to GFP, and these co-diffusing GFP molecules were still fluorescent,

though perhaps with lower detectable fluorescence.

Number of fluorescent GFP molecules Derived from Eq 5.3 and 5.4, Fig. 5.11

shows concentration of fluorescent species inside ZMW observation volume.

We have corrected the number of molecules by normalization using 100nM

dUTP-Alexa488 and dUTP-Alexa647 fluorophores in the same apertures, re-
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Figure 5.9: Autocorrelation curves of GFP and Dy-647-labeled aptamers
independently. Lack of spectral bleed-through to the corre-
sponding detection channel is shown as a lack in correlation
curves, 647nm channel, above, and 488 channel, below.
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Figure 5.10: Cross correlation measurement of GFP and Dy647-labeled
Aptamer. Though it is a cross-correlation curve, we find Eq.
4.16 provide a good fit.

Figure 5.11: Derived concentration from average number of fluorescent
molecules in a ZMW’s observation volume.
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spectively. The apparent GFP concentration seems to decrease as aptamer was

added. We hypothesize this is a result of fluorescence quenching due to aptamer

binding. Even though the total number of GFP molecules, and hence GFP con-

centration, remains unchanged.

Single Molecule Counting But to analyze photon statistics and find how

many molecules are present, we need to use the cross-correlation curve to cal-

culate average of photon pulse shape of a fluorescent molecule, i.e, GFP bound

to a Dy-647-labeled aptamer, diffusing through the illumination volume of a

ZMW. We note that the diffusion of molecule through the illumination volume

is random and not necessarily symmetric in the time domain. However the

ensemble average of many diffusions should approach a symmetric Gaussian

distribution.

Using the reconstructed photon burst pulse shape as the coefficients of a

matched finite impulse response (FIR) filter, we pass the collected raw photon

traces through the filter and obtain a processed photon trace that clearly distin-

guishes a fluorophore transition event from a constant fluorescence background

(noise), as shown in Fig. 5.12.

Qualitatively, we can clearly see a decrease in both intensity and frequency

of GFP transitions after aptamer was added. For quantitative analysis, however,

we plot the histograms as shown in Fig. 5.13.

There are several conclusions that can be drawn from Fig. 5.12 and 5.13.

First of all, as aptamer is added to GFP solution, the total number of fluorescent

events, i.e, GFP transiting through ZMW illumination volume, decreases.
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Secondly, when we fit peak photon data to a continuous Poisson distribution

(Eq. 5.6), and obtain the peak-photon-count, as well as molecular concentration

result, shown in Table 5.2, we see the peak photon count of GFP’s (Fig. 5.13.A)

shifts lower, and approaches the same peak photon count as GFP’s bound with

Dy-647-AP3 (Fig. 5.13.B). This suggests some AP3-bound GFPs are still fluores-

cent, while others have undetectable fluorescence.

At this point we can find the parameters in the model 5.7. First of all, the flu-

orescence of bound complex is (We divide peak fluorescence of complex by the

peak fluorescence of free GFP) f = 44.9% ± 0.3% of that of a free GFP molecule.

The still fluorescent subpopulation (we divide the fluorescent events of 84nM

GFP with aptamer to that of 100nM) is p = 57%±5.8%. We see p· f = 26.5%±8.4%.

This agrees well with bulk measurement results of ∼ 70% fluorescence reduc-

tion. Even though we do not know the initial concentration of aptamer stock so-

lution, we have assumed that almost all GFP molecules exist in the AP3-bound

state after 0.16× aptamer dilution was added to GFP solution. We made this

conclusion based on the plateauing of Dy647-GFP-AP3 curve shown in Fig 5.11,

and the agreement of peak photon counts between Fig. 5.13.A and B.

We can now estimate the dissociation constant KD of Dy647-aptamer-GFP

pair to be between 300 and 420nM. However this number is calculated from the

number of Dy647-labeled aptamer molecules. The actual KD depends on the

labeling ratio. A rule-of-thumb estimation of 20% labeling ratio lowers the KD

to about 100nM.
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5.5 Conclusion

We studied GFP aptamer binding to GFP molecules. We find that upon binding,

approximately 43% of the bound population has undetectable fluorescence. The

rest 57% has average fluorescence that is 44.9% of the unbound GFP molecules.

Therefore when there is overwhelming concentration of aptamer and almost all

GFP molecules are bound, the bulk fluorescence is approximately 26.5%.

The exact quenching mechanism should be further investigated. Since the

fluorochrome inside the GFP molecule is caged and protected by a β−barrel,

it is likely that binding of aptamer caused modification of the tertiary struc-

ture of the folded GFP, thus changing the surrounding environment of the fluo-

rochrome. However this hypothesis does not explain the fact that close to half of

the bound GFP population have undetectable fluorescence. Though we used a

simple fluorescent/non-fluorescent model to describe the population distribu-

tion of aptamer-bound GFP molecules, we suspect that the fluorescence absorp-

tion/emission characteristics of GFP-Aptamer complex may follow a smooth

distribution curve rather than our simplified fluorescent/dark model.

Previous measurements have shown that at 426nm excitation wavelength,

GFPs are insensitive to the presence of aptamer in the solution. Whereas with

390nm excitation wavelength, GFP emission increased slightly upon aptamer

binding (89). This result suggests firstly, aptamer binding to GFP shifts the ab-

sorption spectra of the protein, making it less sensitive to 470nm and more sen-

sitive at 390nm, perhaps due to a conversion of GFP between phenolate anion

form into a neutral phenol form, with excitation peaks at 399nm (15). Secondly,

aptamer binding and fluorescence quenching may be of two separate mech-
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anisms, similar to enzyme molecule’s functional domains (binding, catalytic

reaction, etc), aptamer molecules, though much smaller, may be divided into

sections with specific functions. The GFP aptamer was selected by the SELEX

process that focuses on binding to GFP. Our result strongly suggests a SELEX

process that favors fluorescence modulation may result in a molecule that has

more specific result on GFP’s fluorescence.
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5.6 Appendix

5.6.1 Poisson Process

Definition A Poisson process satisfies the following two conditions:

1. The Probability P(X; t1, t2) that K impulses fall within the time interval t1 <

t 6 t2 is given by

P(X; t1, t2) =

(∫ t2
t1
λ(t)dt

)X

X!
exp

(
−

∫ t2

t1
λ(t)dt

)
, (5.5)

where λ(t) > 0 is called the rate of the process.

2. The numbers of impulses falling in any two non-overlapping time inter-

vals are statistically independent.

Continuous Poisson Process Even though Poisson process is only defined for

integer K, the un-normalized probability distribution function of a continuous

version of the Poisson process can be defined as

f (X; a) = A
aXe−a

Γ(X + 1)
(5.6)

where A is a normalization coefficient such that
∫ ∞

0
f (X; a) dX = 1, and we have

omitted explicit time-dependence of λ and defined a = λ(t2 − t1), and Γ is the

gamma function

Γ(X + 1) =
∫ ∞

0

tX

et dt. (5.7)

For integer X, Γ(X + 1) = X!.
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Weighted Sum of Poisson Processes Passing collected photon trace through

linear filter h is equivalent to producing a random process Z from N stochastic

processes X:

Z =
N∑

i=1

biXi (5.8)

where bi’s are the coefficients of the finite impulse response filter h of length N.

The expectation value of Z is

µ = E[Z] =
N∑

i=1

biE[Xi] = λt
N∑

i=1

bi = λt (5.9)

where we have used the fact that the FIR filter is normalized to have an overall

unity response. Similarly, the variance ν of Z is

ν = E[Z2] − µ2 = E


 N∑

i=1

biXi

2 − µ2 = λt
N∑

i=1

b2
i (5.10)

Define k = µ/ν, we have

pd f (Z) =
(kµ)kZe−kµ

Γ(kZ + 1)
(5.11)

5.6.2 GFP interaction with ZMW

We have observed long time-tails in fluorescence correlation curves of many

molecules, and specifically in this case, the GFP molecule. We think the long

time interaction of GFP molecule is due to non-specific adsorption of protein

to ZMW walls. Similar interaction is found with Dye-labeled aptamers. By

carefully adjusting laser power used in experiment, we can minimize the long

time tail of the FCS curves, as shown in Fig. 5.14. However we need to properly

control laser power in order to minimize triplet state.
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Figure 5.14: Apparent GFP Diffusion time inside metallic apertures gets
shorter as excitation laser power is increased. I think this is
due to GFP fluorescence gets more easily quenched at higher
powers when they interact with metallic walls of the aperture.

5.6.3 Running GFP in Nanofluidic Channel

Materials and Methods A typical microfluidic device is shown in Fig. 5.15.

Excitation laser was Coherent (Santa Clara, CA) diode pumped solid state laser

at 488nm and measured to be 300µW before entering microscope objective’s back

aperture. At the excitation power, the background photon count is approxi-

mately 1.5kHz. Emitted photons from fluorophores were collected through a

60x water immersion objective and focused through a pin-hole, and filtered

with emission filters (Semrock, Rochester, NY) for respective fluorescence emit-

ter, collected by avalanche photo diodes (APDs) (Perkin Elmer, Waltham, MA).

Photon pulses detected from APDs were sent to 2-channel correlator box (cor-

relator.com) and correlation data along with photon count data were sent to

computer via USB cable.
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Figure 5.15: Set up for measuring single molecule fluorescence in nano-
fluidic channel.

Lack of Flow of GFP with GFP-Aptamer We drove GFP molecules in solution

through the sub-micron region, and used fluorescence-correlation-spectroscopy

to study the transit time of GFP molecules through the diffraction-limited laser

spot. We did not observe any time difference of GFP transit time with and with-

out the presence of aptamer (Fig. 4). Possible reasons are 1, most GFPs are not

bound to aptamers at concentrations (∼ 100pM) used in this study; 2, GFPs

bound to aptamers did not flow through the channel; or 3, Aptamer-bound

GFPs did not emit detectable fluorescence.
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5.6.4 Reconstructed GFP photon burst from correlation func-

tion

Fig. 5.16 shows reconstructed photon pulse used as matched filter for identify-

ing GFP-AP3 diffusion events inside a ZMW. We see the characteristic time for

such events is on the order of 100µs to 1ms. In addition, the shape of the pulse

clearly reflects the fact that when a fluorescent molecule reaches to the bottom

of the ZMW where the highest illumination is, the highest fluorescence is col-

lected; however the molecule is more likely to spend time close to the bulk fluid

side, where illumination is less, but where the space of exploration is greater.

5.6.5 Background Correction in FCS Models

In most cases, there is uncorrelated background in auto- and cross-correlation

measurements. The modified autocorrelation function is (66)

G′(τ) =
⟨(F(t) + B)(F(t + τ) + B)⟩

⟨F(t) + B⟩2 − 1 = G(τ)
(
⟨F(t)⟩
⟨F(t)⟩ + B

)2

. (5.12)

Therefore the background-corrected number of fluorescent molecules

Nc =
1

G(0)
=

1
G′(0)

(
⟨F(t)⟩
⟨F(t)⟩ + B

)2

. (5.13)

In the same token, considering constant background Bx and By in cross-

correlation of fluorescence Fx and Fy collected in detection channels x and y,

G′(τ) =
⟨(Fx(t) + Bx)(Fy(t + τ) + By)⟩
⟨Fx(t) + Bx⟩⟨Fy(t) + By⟩

− 1 = G(τ)
⟨Fx(t)⟩⟨Fy(t)⟩

⟨Fx(t) + Bx⟩⟨Fy(t) + By⟩
(5.14)

Likewise the background-corrected number of fluorescent molecules

Nc =
1

G(0)
=

1
G′(0)

⟨Fx(t)⟩⟨Fy(t)⟩
⟨Fx(t) + Bx⟩⟨Fy(t) + By⟩

. (5.15)
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Chapter 6

Mobility Studies of Fluorescent Molecules
under Electrophoresis
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6.1 Introduction

To give another demonstration of potential application using matched filter, we

explore the possibility of separating molecules in fluidic channels by their mo-

bility differences. Traditionally, gel electrophoresis has been used to separate

biological molecules such as DNA and RNA or protein. In gel electrophore-

sis, a polyacrylamide or purified agarose gel forms a sieving matrix, in which

charged molecules move at size-dependant speeds under an electric field, re-

sulting in controlled separation (3). A similar method, capillary electrophoresis,

achieves charge-dependent separation of molecules in long capillary tubes (93).

With the advent of micro- and nano-fluidic channels, it’s the natural next step

to test and see how molecules move in ever smaller geometries.

In fact single molecule study using nanofluidic channels is very similar to

capillary electrophoresis, where molecular migration is controlled by voltage

applied at either ends of the capillary. Nanofluidic channels replace the capillary

with lithographically defined fluidic paths for molecular migration and electric

current conduction. What’s more, the geometry of the fluidic channel leads to

single molecule confinement, allowing experimenter to study one molecule at a

time, and gaining insights to the statistical distribution of molecule binding and

fluorescence labeling (13, 91).

Single Molecule Separation In a recent study, Cipriany et al have demon-

strated single molecule separation based on fluorescence labeling, using

nanofluidic devices fabricated in fused silica substrate (12). Using a similar ap-

proach, we envision a design with a 3-way junction, where a “slower” molecule

can be switched to one fluidic path, and a “faster” molecule a different path,
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Figure 6.1: Drawing of single molecule separation in nanofluidic channels
based on electrophoretic mobility.

thus achieving mobility-based separation. Fig. 6.1 shows a set up to achieve

such a scheme. Along the fluidic channel, two observation spots are defined

by illumination laser. As a fluorescently labeled molecule passes through the

laser spots sequentially, the transit time of the molecule through the distance

between the two laser spots is calculated. Molecules moving at different speeds

will have different transit times between the two observation points. Given a

transit time and therefore a mobility measure, a decision is made as to which

subsequent path to direct the molecule.

But first, we need to select a few molecule pairs and see if we can demon-

strate the feasibility of mobility measurement in nanofluidic channels.

6.2 Theory of Electrophoresis in fluidic Channels

A charged molecule with net charge q in electric field
−→
E feels a Coulomb

force
−→
F = q

−→
E . Ignoring gravity, charged molecules will accelerate under this

force, until “drag” cancels out the Coulomb force. In the simplest form of 1-
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Figure 6.2: Electrophoresis model of a molecule with mass m, charge q,
hydrodynamic radius rhyd flowing under electric field E in
nanofluidic channel where the viscosity of the fluid is µ, lead-
ing to speed u dependent drag force Fdrag.

dimensional electrophoretic flow, not considering diffusion, we can describe

the speed u of a molecule with charge q and mass m using the basic transient

equation as an external field E is applied:

mu̇ + Fdrag = qE (6.1)

where the dot indicates time derivative. One good model of the drag force is

(42):
−→
F drag ≈ −6π−→u µrhydr (6.2)

where µ is viscosity of the solution and rhydr is the hydrodynamic radius of the

molecule, which not only depends on the molecule’s physical size, but also de-

pends on its charge distribution and the electric double layer thickness, which

is buffer-dependent. We therefore have,

mu̇ + 6πµrhydru = qE (6.3)

The general solution of this differential equation can be found using Laplace
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Transform, or by guessing. It is

u =
qE

6πµrhydr
+Ce6πµrhydrt (6.4)

where C is an initial condition-defined constant. We recognize the first part of

the right hand side as the steady-state solution and the second half the transient

solution that decays to 0 as t → ∞. Since the magnitude of the electric field

E = V/d where V is the potential drop over channel distance d, the steady-state

transit time τ between two points separated by distance d is related by:

u =
qV

6πµrhydr
=

d
τ

(6.5)

In other words,

τ =
q6πµrhydrd

V
(6.6)

Here we have ignored the transient solution and assumed the molecule tran-

sit time is only due to electrophoresis and is inversely proportional to the ap-

plied voltage V . In actual measurement, we assume the voltage drop across the

two laser spots V is proportional to supply voltage VDC across the two reservoirs,

and we lump the coefficient with the numerator q6πµrhydrd and call it constant

A:

τ =
A

Vk
DC

(6.7)

where if indeed τ is inversely proportional to VDC, k = 1. Later we will see this

is not the case for certain geometries and DC drive conditions.
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Figure 6.3: 2-spot measurement set up.

6.3 Materials and Methods

6.3.1 Optical Setup

Fig. 6.3 shows the optical set up for a 2-laser spot mobility measurement. Two

independent laser sources Laser 1 and Laser 2 are combined together at the

back aperture of the microscope objective. The slight angle offset of Laser 2 al-

lows it to be focused a distance d away from the focal point of Laser 1 (See Fig.

6.9). These two laser spots are aligned along the fluidic channel in the fused

silica wafer. As fluorescent molecule passes through these two laser spots, the

fluorescence signal is collected via APD 1 and APD 2 sequentially. A photon
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counter/correlator card (correlator.com) records raw photon counts and calcu-

lates the cross-correlation between the two photon traces.

For species with dual-color labels, Laser 1 and Laser 2 can be of different

excitation wavelengths targeting the corresponding fluorophores. APD 1 and 2

can be set to collect photons from the two emission wavelengths separately us-

ing corresponding emission filters. For single-color species, to minimize uncer-

tainty, detection channel’s cross-talk should be minimized. By carefully align-

ing detectors’ pin holes (not shown in Fig. 6.3), we determined the isolation

between the two detector channels is better than 10 : 1.

6.3.2 Channel Fabrication

CAD In the microfluidic channel CAD drawing, we designed two nanofluidic

regions, one straight channel (Fig. 6.4 right section), and the other a channel

with twists. The purpose of this design is to test if a longer channel would at-

tribute to molecular separation such that a longer transition time in the longer

channel would result in better separation of single molecules traveling at differ-

ent speeds in the fluidic channel.

Fabrication Microfluidic devices were fabricated using standard optical

lithography techniques and complete with fusion bonding. Details of the fab-

rication have been described elsewhere (13, 92). We repeat the essential steps

here. A thin film of i-line photoresist SPR700-1.2 (Rohm and Haas Company,

Philadelphia, PA) was spun onto a 500µm fused silica wafer and exposed in i-

line exposure tool. We optimized the exposure dose such that all exposed resist
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Table 6.1: Channel depth as a result of etch times. Measurement was done
using KLA-Tencor profilometer p10 (Milpitas, CA) with 1Å res-
olution.

Etch Time (min) Depth (nm)

3 85.30±2.55

5 146.35±4.45

7 204.25±3.32

9 256.55±0.92

is removed after development, yet with minimum over exposure to limit feature

expansion. After pattern transfer, a CF4 reactive ion etch was applied for 3, 5,

7, and 9 minutes, respectively on 4 separate wafers, so we obtained a distribu-

tion of etch depths. The resulting etch depths vary from sub-100nm to ∼ 250nm,

shown in table 6.1.

Using atomic force microscopy, we also found that channels at 45-degree an-

gles were ∼ 20% wider than channels with perpendicular designs (Fig. 6.5.A).

We attribute this discrepancy to the mask writer used in photolithography pro-

cess.

Wafer Packaging and Bonding After etching, both sides of the wafer were

coated with a thick protective layer (∼ 7µm) of photoresist. Fine alumina pow-

der driven at ∼ 80psi was used to blast ∼ 1mm holes in the fused silica wafer to

create access ports from the microfluidic channels to glue-on reservoirs made

from pipette-tip cut-offs. The processed wafers were thoroughly cleaned re-

peatedly in photoresist stripping bath, hot piranha, and finally through RCA
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base/acid/base wash cycle, before they were each put into physical contact with

another similarly cleaned 170µm fused silica wafer, where surface electrostatic

attraction took over and fused the two wafers together. Sometimes mechanic

force was needed to push isolated trapped air bubbles out of the bonded sur-

faces. A slow-ramp to high temperature anneal process (up to 1100 ◦C) was used

to make the bond permanent.

6.3.3 Analyte Preparation

Figure 6.6: ssDNA and ssRNA structures for hybridization. The “iSP9” is
a triethylene glycol spacer incorporated between RNA bases
and fluorophores to minimize possible quenching effect due to
Guanine (95).

DNA Constructs One of our goals is to determine if DNA and RNA elec-

trophoresis differently in nanofluidic channels. In addition, we would like to

find if single-strand DNA and single-strand RNA oligos have different mobil-

ities compared to double-strand oligos. We therefore ordered from Integrated

DNA Technologies (Skokie, IL) 4 short (27-base) oligonucleotide, each with flu-

orescent labels, with spectra shown in Fig. 6.6.

With these four constructs, we can hybridize the DNA pair, the RNA pair,

and DNA/RNA pair, respectively. The resulting hybridization product contains

a fluorophore in the FITC wavelength (Alexa-488 or FAM labels), and in the

Cy-5 wavelength (Alexa-647 or Cy-5 labels), as shown in Fig. 6.7. With these
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Figure 6.7: Structures and spectra of fluorescent labels on ssDNA and ss-
RNA.
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two fluorophores on a single molecule, we can perform cross-correlation and

potentially distinguish double-strand from single-strand oligos, which contain

only single-color fluorophores.

Hybridization We used 75mM Sodium Citrate, 750mM Sodium Chloride, 1%

BSA, and 0.02% Sodium Dodecyl Sulfate (SDS) in aqueous solution at pH=7

to hybridize DNA and RNA oligos. ssDNA or ssRNA and its complementary

strands were mixed in a 1.6mL eppendorf tube with the hybridization buffer at

final concentration of 5µM each. This tube was then immersed in 62 ◦C water

bath for up to an hour, before the water bath was powered off and allowed to

cool naturally to room temperature over a period of several hours. The result-

ing solution containing hybridized dsDNA/RNA species was stored in 50µL

aliquots at −25 ◦C and diluted in TE buffer before use.

Electrophoresis Buffer We use TE buffer in experiments involving elec-

trophoresis in nanofluidic channels. Specifically, the TE buffer contains 10mM

Tris base, 1mM EDTA, titrated with hydrogen chloride to pH=7.6. 0.5%

Polyvinylpyrrolidone (PVP) was added to prevent analyte sticking to fluidic

channel walls.

6.3.4 Electrical Setup

A Stanford Research System (Sunnyvale, CA) high voltage supply was used to

provide DC drive across the channel. DC voltages range from 10 to 2500 Volts

can be applied. Using Ohm’s law and device geometry, we estimate the volt-

age drop over the micro-channel is three-times of that over the nano-channel.
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Therefore the voltage across the nano-channel region is approximately 1/4 of the

applied voltage. The exact voltage drop across the nano-channel region cannot

be measured directly. But we expect this voltage to scale linearly with applied

source voltage. In the results section, however, we see there are deviations to

this linearity assumption.

6.4 Results and Discussion

6.4.1 2-spot separation

Figure 6.9: 2 laser spot set up with red circles designating laser spot lo-
cation when using A. twisted channel section and B. straight
channel section. Frame A was taken with arc lamp illumina-
tion, resulting in much better contrast of water-filled channel
region to bonded glass region. Frame B which was taken with
overhead lamp illumination, showing poorer contrast.

Using Fig. 6.9, we estimate the channel path length to be 53.1µm between two

laser spots for the twisted region, and 16.8µm for the straight channel region. It

is more than three-times in their path length difference.
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6.4.2 From Photon Traces to Cross-Correlation

Figure 6.10: Temporal fluorescence intensity traces of A. Methylated and
B. Unmethylated DNA intercalated with YOYO label driven
at 60VDC. A2 and B2 provide sections of zoom-in view of
A1 and B1. Here we used blue and red traces to illustrate
two photon detection channels. The actual emission filter for
YOYO label is same as FITC dye (green) and hence it is result
of a single-color, dual channel detection set up.

Flow of Yoyo labeled Methylated and Unmethylated 15kb DNA Fig. 6.10

shows temporal photon traces of YOYO-intercalated DNA flowing through

nanofluidic channels using our two-spot measurement set up. By analyzing

photon traces, we see the time lag between sequential photon pulses is approx-

imately 16.7ms, for both methylated and unmethylated DNA molecules. How-

163



Figure 6.11: Two-spot measurement of methylated and unmethylated
DNA with YOYO label in fluidic channels, showing A, cross-
correlation curves with respect to voltages; and B, summary
of the averages of transit times with respect to voltages.
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ever to obtain a large number of measurements of time lapses and calculate

a average of transit time more effectively, we use two-beam cross-correlation

method (6).

Table 6.2: Characteristic times for Diffusion and Flow after we fit the data
shown in Fig. 6.11 to Eq. 6.7.

Methylation A(ms · V) k

Methylated 147.8±41.7 1.06±0.11

UnMethylated 128.2±16.6 1.07±0.05

By correlating photon bursts from two collection channels, we can obtain

cross-correlation peaks of a fluorescent species transiting through the two laser

beams. By varying the drive voltage, we can get the transit-time versus volt-

age relationship. The mobility of the molecule can also be calculated from the

two-spot separation and the transit times. Certainly the mobility of a molecule

depends on the drive voltage, its charge and size, as well as buffer conditions.

For methylated and unmethylated DNA molecules, we see methylated DNA

flow at a slightly slow rate than unmethylated DNA. However there is enough

overlap in their transit times that they cannot be easily separated. Subsequent

measurements of these two species in twisted channels with longer separa-

tion between two laser spots did not result in separable time-lapses (data not

shown).
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6.4.3 Mobility of Different DNA Constructs

We apply the same method to study DNA and RNA constructs made from hy-

bridized IDT samples. Similarly, we fit the results to Eq. 6.7 and obtain corre-

sponding A and k parameters. We plot the results in Fig. 6.12.

With the exception of shallow-etch of 85.30±2.55nm channels, the exponent k

in Eq. 6.7 is consistently very close to 1, agreeing with the assumption that elec-

trophoresis speed is proportional to the field strength in the channel. Therefore

the transit time is inversely proportional to the applied voltage. However we

do not see appreciable mobility differences between double strand and single

strand DNA or RNA or their hybrid molecules. This result agrees with previ-

ously published result that DNA molecules under electrophoresis appear to be

“free draining” and their mobilities are largely size-independent (97).

6.4.4 Differences between Long and Short Channels

We compare the effect of long and short channels in the device with etch depth

of 204.25±3.32nm. Seen from Fig. 6.13, the longer path length, via twisted chan-

nel design, is roughly 3.16 times of the shorter straight channel, and the transit

time of hybridized DNA and/RNA molecules transit time is 3.22 ± 0.64 times

longer in the twisted channel than the shorter straight channel, showing excel-

lent agreement with the theory of transit time. For the channel with etch depth

of 256.55±0.92nm, however, the transit times between long and short paths were

1.54 ± 0.82 in ratio. We attribute this discrepancy to large measurement and fit-

ting errors.
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Figure 6.13: Compare mobility of hybridized oligonucleotide in twisted
and straight channels of different etch depths. Measured tran-
sition times between two observation laser spots are fit to Eq.
6.7, and parameters A and k are extracted.
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6.4.5 Differences between Shallow and Deep Channels

Figure 6.14: Average transit time of dUTP-Alexa488 molecule through two
laser spots separated by 16.8µm, in shallow-etch channel with
depth = 85.3nm showing non-linear relationship especially at
VDC = 2560V .

There seems to be no differences between shallow and deep channels for

those devices with deep enough etching, until the channel depth is less than

∼ 100nm, and when drive voltage is over several hundred volts.

The exception occurs in the case of the shallowest channel with etch depth

85.3±2.55nm, the exponent k is approximately 1.2 for both hybridized and single-

color cross-correlation results. It is unclear what may have caused this devia-

tion from linear relationship. However it has been reported that at micro-to-

nano-channel interface, there exists a concentration polarization phenomenon

that can “pinch off” the nano channel like a field-effect junction (56, 57). We

hypothesize that as applied voltage increases, the nanochannel region accumu-

lates more charged ions that shrinks the effective dimension of the nanochan-

nel. As a result, more voltage is dropped across the nanochannel, leading to
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a stronger electric field. Though the number of molecules going through the

channel may decrease as a result of channel narrowing, for those molecules that

do go through, the average speed of electrophoresis flow is higher than a that

in a linear model.

In our devices, we see unexplained phenomenon that with increased volt-

age and for shallow channels, there is non-linear relationship between mobility

and drive voltage. When voltage is above 2500V , there is apparent decrease in

mobility. In our discussion so far, we have neglected electroosmotic flow that

is opposite the electrophoretic direction. Electroosmotic flow depends on elec-

tric double layer thickness. When the channel dimensions are not much larger

than electric double layer thicknesses, electroosmotic flow effects may not be

negligible.

6.4.6 Mobilities of Quantum Dots and DNA Constructs

As a final demonstration of utility of the two-spot measurement, we compare

mobility of quantum dots (QD565 from invitrogen) and hybridized DNA+DNA

molecules described in Materials and Methods section. With these two species,

we see clear and distinguishable transit peaks as shown in Fig. 6.15. Fitting

transit times in Fig. 6.15, we obtain the following results shown in Table 6.3.

The interesting behavior to note is for quantum dot and DNA, the mobility

scales with drive voltage differently. Quantum dots obviously have a higher

mobility. What’s more, the separation between quantum dots and DNA in-

creases with drive voltage. We think this is due to increased polarization of

quantum dots as voltage is increased, therefore increasing its effective charge
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Figure 6.15: Compare transit times of Quantum Dots and DNA, both de-
tected in the 525nm spectral range. Part A shows cross-
correlation peaks due to quantum dots and DNA with vary-
ing voltages. In part B we plot the average of transit times
with respect to drive voltages.
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Table 6.3: Compare parameters of QD and DNA transit model.

A(ms · V) k

QD 300.4±199.8 0.9±0.2

DNA 156.5±66.6 0.6±0.1

on the particle. At voltages above 100V , quantum dots and DNA have clearly

separable peaks. With 320V drive voltage for example, we can recognize those

that transit through a 16.8µm separation in less than 3ms to be quantum dots,

and those that use longer time to be DNA.

In addition, the inverse relationship of transit time to drive voltage is far

from linear (k , 1) in this result. The exact mechanism for such deviation re-

mains to be explored. We suspect the interaction of streptavidin-coated quan-

tum dots with fluidic channel walls has appreciable effect on channel geometry

and electrophoretic behavior.

6.5 Conclusion

We have demonstrated the possibility of using nanofluidic channels to measure

and distinguish single molecules with different mobilities. We have shown that

DNA and RNA molecules, regardless of single or double-strand, or number of

bases, have indistinguishable mobility. Only methylated long DNA molecules

show a slightly lower mobility compared to their un-methylated counterparts.

However this little difference is insignificant to separate a mixed population in

the nanofluidic channel. When we compare DNA molecules and quantum dots,
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however, we see the two do have significant mobility differences, and enhanced

by increasing drive voltages.

When there is enough separation between two molecules, we can activate

a voltage switch, and drive the selected molecule one way and keep the other

molecule in a separate path, thus achieving separation of single molecules based

on mobility differences. We introduce a possible set up for such an experiment

in the next chapter on future research.
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Chapter 7

Summary and Future Studies
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7.1 Summary

7.1.1 Techniques to Increase SNR in Single Molecule Studies

In this dissertation we demonstrated two techniques for signal-to-noise ratio

enhancement, namely spectral deconvolution and matched filtering. In short,

both techniques use our existing knowledge about the signal, and effectively

integrate all of the collected energy, thus obtaining a time or spectral integration

that elevates the signal with respect to noise.

These methods are used in conjunction with existing techniques of fluo-

rescence microscopy, such as confocal laser scanning microscopy, ZMWs and

nanofluidic channels, in order to shrink observation volume and reduce back-

ground noise. We also used redox buffer in labeled cellulase binding experiment

to increase the fluorescence life time of a fluorophore, increasing the number

of photons collected, and hence increasing redundancy while reducing uncer-

tainty.

Here we see an integration of optical engineering, biochemistry, and elec-

trical engineering in uncovering kinetics in the microscopic world. Signal pro-

cessing is just one piece of a big puzzle called single molecule research. Every

piece has to work together in order to produce useful results. Since the goal of

any experiment is to obtain information of the system under study, and signal

is a vessel carrying the information, we wish to maximize the signal in order

to minimize the uncertainty, and obtain the best estimate of the system. When

signal power is low, for example in single-molecule studies, signal processing is

particularly needed to enhance signal to noise ratio.
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7.2 Future Research

7.2.1 Single Molecule Studies in ZMW and nanofluidic Chan-

nels

With advances in micro- and nano-lithography, many additions can be made to

current single molecule techniques, giving current structures more specific and

target-oriented applications. For example in ZMWs, surface coating can be used

to non-specifically block the aluminum oxide or silicon dioxide, giving access to

specific areas of the structure for small volume observation. Functionalization

of ZMWs have been reported by selectively passivating the aluminum oxide

surface with polyvinyl phosphonic acid, and allowing neutravidin adsorption

to glass forming a base for targeted molecule attachment (43). Such structures

can be integrated with microfluidic channels, allowing microscopic observation

of biochemical reactions in flow. Likewise, microfluidic channels can be func-

tionalized by packing the channel with microscopic beads, thus constructing a

sieving matrix much like a gel-filled capillary, though at a much smaller scale.

A common theme running through these experimental ideas is integration of

nanofabrication with biochemistry and surface chemistry. In short, we wish to

functionalize devices and give them either broader or more specific capabilities

in order to extract information of a biomolecule.

While smaller structures can be made with improved lithography tech-

niques, the methods to couple signal out of the detection device are still macro-

scopic in nature. For example in ZMWs, although the fluorophore excitation is

confined to an evanescent volume, the detection of fluorescence occurs in the
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far field and photons are collected by APDs. Therefore there may be significant

background that can also be collected. Even in nanopore-like structures, where

electrical detection is used, the electronic probes are immersed in a macroscopic

environment, subject to thermal fluctuations, resulting thermal noise. In an ever

decreasing observation volume, there is an ever increasing need for signal pro-

cessing, to extract information from very tiny signals.

7.2.2 Cellulose

In the previous paragraph we touched on the boundary between microscopic

phenomenon and macroscopic instrumentation. Breaking this boundary re-

quires careful understanding of the subject under study. The cellulase bind-

ing to pretreated wood particles is a good example to illustrate this point. In

this study, there are two convoluted mechanism at work. The first is diffu-

sion of cellulases into the porous structures of wood particles. The second is

the adsorption of cellulases onto accessible sites of the particles. Our effort is

one of the first in studying pretreated cellulose particles between the micro and

macro-scale. We found that adsorption of cellulases onto cellulose is a much

faster process than diffusion process. Yet the adsorption of cellulases is a mi-

croscopic reaction, whereas diffusion process of the enzymes is a macroscopic

one. Binding constants extracted from kinetic model applied to CLSM data

confirmed previously published results. However, determining the exact rate

was hindered by the large variation in morphology of the pretreated material,

which is a direct consequence of using the substrate with macro scale varia-

tions to study phenomenon at the sub-micro-scale level. Therefore for future

studies using confocal scanning microscopy, we should concentrate on materi-

177



als with a more uniform morphology, or concentrate on sub-micron features to

determine cellulase-cellulose interactions. In other words, we can use a micro-

scopic method to study microscopic enzyme adsorption, and use a macroscopic

method to study the diffusion process.

7.2.3 System Integration with Electronics

With improved integration of electronics, many signal processing can be per-

formed with little hardware real estate. In fact with advances in digital signal

processing, lots of processing traditionally carried out in hardware can now be

done in software. The advantage of software implementation of signal process-

ing is lower cost and faster speed of development. Obviously software process-

ing requires an initial investment of computing power. The consequence of that

is subsequent development of methodology can be quickly implemented and

tested in software execution rather than application-specific, potentially costly

and time-consuming hardware design and production.

For example correlation measurement so far has been carried out using raw

photon counts. When there is spectral bleed-through, there will be false cross-

correlation, or worse, increased background that reduces correlation signal. We

can think of a system that implements spectral deconvolution before the photon

traces are fed to the correlator. Though a background correction step can be

implemented after the correlation curve is obtained , a pre-correlation spectral

deconvolution step can dynamically remove bleed-through signal and provide

better signal to noise ratio.

As a second example, matched filter can be constructed in real time after
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photon data has been collected for a few seconds, enough to generate an au-

tocorrelation function. In experiments using nanofluidic channels for instance,

such dynamically constructed matched filter can be used quickly and adapted

to flow conditions, accurately picking out single molecule transit events.

7.2.4 Single Molecule Sorting Based on Mobility

Figure 7.1: Block diagram of single molecule separation based on elec-
trophoretic mobility differences in fluidic channels. With four
interrogation spots and four detection devices, fluorescent
photon counts are fed to digital signal processor to be filtered
and used to calculate molecule mobility in real time. A sorting
voltage is triggered based on an empirically determined and
dynamically adjustable threshold.

Now that we have demonstrated the possibility of determining different mo-
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bilities in nanofluidic channels in Chapter 6, we can design a sorting device

that separate molecules based on their mobility differences, as shown in Fig.

7.1. Here we integrate nanofluidic device with optics and electronic measure-

ment and control systems, all implemented in a digital signal processor. The

advantage of using a digital signal processor as opposed to a hard-wired con-

trol device is the ability to dynamically adjust sorting parameters based on flow

conditions, achieving fast and accurate results in real time.

Much improvement can be made on this proposed device, too. For example,

rather than using four independent lasers as excitation sources, an diffractive

optics element (48) can be placed in the optics path and split one laser beam

into four (or however many necessary) discrete spots, thus saving hardware

space, and reducing cost. It provides the added benefit of high utilization of

laser power, as there is no unnecessary illumination in areas where excitation

light is not needed. Similarly, the discrete detection elements (APDs) can be

replaced with a highly sensitive camera. Although in general, a camera has a

slower response than an APD, it has the benefit of large imaging area. Trade-offs

between imaging area and processing speed can be made, such that only a few

imaging pixels are selected to be processed, thus achieving higher processing

speed, yet with massively parallel capabilities.

7.3 Conclusion

In this dissertation we have seen a few examples of single molecule studies,

in which we have built upon knowledge of previous researchers, and added

our own contribution. Specifically, we used confocal laser scanning microscopy
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and obtained high resolution images of pretreated wood particles. In the same

experiment we used fluorescently labeled enzymes to study quantitative en-

zyme adsorption kinetics. In processing the experimental data, we developed

the spectral deconvolution method. Though spectral deconvolution algorithms

have been bundled with commercial fluorescence microscopy software, their

application to specific substrate, in our case, pretreated wood, called for careful

characterization of both the microscopy system and the substrate itself. Simi-

larly, we adapted matched filter algorithm to single molecule studies in nanoflu-

idic channels and ZMWs. Though matched filter has been used in image pro-

cessing, for example face detection and recognition, their application to pho-

ton burst studies has not been documented before in scientific literature. Yet

their development was closely related to radar echo processing, which is an-

other form of photon burst, though at much longer wavelengthes.

In this final chapter we have listed a few possible areas for improvement

and future research effort. Indeed the possibilities for experiments are without

bounds. The common theme I have followed is to apply existing engineering

techniques to single molecule studies. Experiments at the single molecule level

is relatively new compared to other engineering techniques, partly because such

experiments were only made possible as a result of improvements in instrumen-

tation. As more and more data are generated in such endeavor, it is essential that

data processing follows up in order to make sense of the experimental results.

Here is where we see a merge of engineering know-how with practices in bi-

ology. Personally, I find this multi-disciplined approach to research one of the

best traits of Cornell.

The gorges are great, too.
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