
COMPLEX LUMINAIRES:
ILLUMINATION AND APPEARANCE

RENDERING

A Dissertation

Presented to the Faculty of the Graduate School

of Cornell University

in Partial Fulfillment of the Requirements for the Degree of

Doctor of Philosophy

by

Edgar Velázquez Armendáriz

August 2014



© 2014 Edgar Velázquez Armendáriz

ALL RIGHTS RESERVED



COMPLEX LUMINAIRES:

ILLUMINATION AND APPEARANCE RENDERING

Edgar Velázquez Armendáriz, Ph.D.

Cornell University 2014

Simulating a complex luminaire is expensive and slow, even using state-of-

the-art algorithms. A more practical alternative is to use precomputation to ac-

celerate rendering. Prior approaches cached information on an aperture surface

that separates the luminaire from the scene, but many luminaires have large or

ill-defined apertures leading to excessive data storage and inaccurate results.

In this dissertation, we separate luminaire rendering into illumination and

appearance components. A precomputation stage simulates the complex light

flow inside the luminaire to generate two data structures: a set of anisotropic

point lights (APLs) and a radiance volume. The APLs are located near apparent

sources and represent the light leaving the luminaire, allowing its near- and far-

field illumination to be accurately and efficiently computed at render time. The

luminaire’s appearance consists of high- and low-frequency components which

are both visually important. High-frequency components are computed dynam-

ically at render time, while the more computationally expensive, low-frequency

components are approximated using the precomputed radiance volume.

Results are shown for several complex luminaires, demonstrating orders of

magnitude faster rendering compared to the best global illumination algorithms

and higher fidelity with greatly reduced storage requirements compared to pre-

vious precomputed approaches.
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CHAPTER 1

INTRODUCTION

Why are depictions of luminaires mostly absent from computer graphics ren-

derings? Luminaires are an important part of most environments, they provide

light for extending working hours and shape the illumination to suit our needs;

artificial lighting has become so essential to our standard of life that its pres-

ence may go unnoticed while at the same time mankind expends a considerable

portion of its global energy output just for illumination [50]. Luminaires also

often serve as decorative elements in their own right: renowned artists like Dale

Chihuly and Antoni Gaudí have created luminaires as part of their opus. These

aesthetic qualities encompass both the illumination patterns it projects onto the

surrounding scene as well as the appearance of the luminaire itself.

A huge variety of luminaires are commercially available ranging from simple

spot lights to elaborate chandeliers such as those depicted in Figure 1.1. However

simulating real luminaires is frequently prohibitively expensive and in computer

rendering practitioners often use highly simplified representations instead. In

this dissertation we develop new efficient techniques to accurately simulate com-

plex luminaires, enabling rendering with a much wider range of luminaires than

was previously practical.

Real luminaires are assemblies that include both the sources of light emission

(e.g., incandescent filaments or LEDs), and other associated geometry such as

reflectors, diffusers, brackets, and baffles, to form a complete lighting unit. They

also contain a variety of materials such as lead glass, rough metals, plastics, and

enamels that makes them optically complex and expensive to simulate.
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Metropolitan Opera,
New York City

State Academic Mariinsky Theatre,
Saint Petesburg, Russia

French Restaurant at the Municipal House
(Obecní dům), Prague, Czech Republic

Leonardo Room at the State Hermitage
Museum, Saint Petersburg, Russia

Figure 1.1: Examples of complex luminaires in the real world
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Existing simulation approaches can be divided into two categories: general

global illumination algorithms and precomputation approaches. Global illumi-

nation algorithms are designed to simulate the total light flow within a scene.

In theory, they can handle complex luminaires by simply including the lumi-

naire geometry as part of the scene. In practice however, the optics within a

luminaire is often far more computationally challenging than in the rest of the

scene, resulting in excessively long render times as we show later in Chapter 3.

For example, Larson and Shakespeare, in their book describing how to use the

Radiance system [27], warn that it is necessary to use simplifications instead of

the actual luminaire components for successful renderings (note that as of this

writing the Radiance system is still the de facto reference tool used by lighting

designers.)

It is not always possible for a backwards ray-tracing algorithm [the

particular global illumination method used by Radiance] to follow all

of the bounces of light far enough and reliably enough to reach a light

source that is hidden behind louvers, diffracting lenses, convex or

concave mirror, and so on. . . A suspended direct/indirect luminaire

is one type that requires impostor geometry for correct appearance.

[27, Chapter 5.2 “Luminaire modeling”, p. 317.]

Precomputation-based approaches simulate the luminaire a priori to create a

simplified representation, or impostor, that is faster to evaluate. The impostor is

typically a single point light or an area light over an aperture, which is a surface

which separates the luminaire from the rest of the scene. In the lighting indus-

try a single point far-field representation has been widely adopted to represent

3



luminaires due to its simplicity of acquisition and use. However these only work

well when the luminaire or its aperture is small. We present a new precomputa-

tion approach that is designed to work for more complex luminaires, ones whose

aperture may be large or ill-defined (e.g., Figure 1.2.)

In our approach, we first divide the problem into two components: luminaire

illumination (the luminaire’s effect on the rest of the scene) and luminaire appear-

ance (what we see when looking at the luminaire.) Illumination and appearance

have very different visual characteristics and requirements. For the illumination,

we construct a set of anisotropic point lights (APLs) whose positions and direc-

tional distributions are optimized to reproduce the luminaire illumination, in

both the near- and far-field. Our APLs are not constrained to lie on an aperture,

thus enabling higher accuracy, and are true point sources, making them easy to

support and evaluate.

The appearance of luminaires, such as a chandelier, can be quite detailed

and computationally challenging. We have observed that the appearance of-

ten combines high and low-frequency components. The high-frequency com-

ponents are often highly view-dependent, making them difficult to either pre-

compute or store. Instead we compute these dynamically at render time using

depth-limited ray tracing, to preserve visual detail while limiting cost. The low-

frequency components, in contrast, often involve light that has scattered many

more times, becoming less view-dependent, but also more expensive to com-

pute. We precompute and store a low-resolution radiance volume that records

light inside the luminaire. We then query this radiance volume to quickly esti-

mate lower-frequency, but still visually important, aspects of the appearance.
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(a) A single point light source with a di-
rectionally varying goniometric far-field
emission profile.

(b) A canned lightsource method using six
data-intensive light fields on the bound-
ing box.

(c) Our method using precomputed APLs and radiance
volume, along with the luminaire’s geometry.

Figure 1.2: Comparison of three precomputation-based rendering methods for a
room with a complex chandelier luminaire. (a) Single point far-field
representations are fast and widely used, but produce visibly inac-
curate illumination and shadows for this scene and do not provide a
way to depict the luminaire’s appearance. (b) The canned lightsource
method replaces the luminaire by a light field proxy on its bounding
surface. Light fields have difficulty reproducing high-frequency fea-
tures and are susceptible to aliasing, causing objectionable artifacts
in the illumination and appearance. The black region around the lu-
minaire is due to using the bounding surface proxy to replace the
luminaire geometry. (c) Our method reproduces the correct illumi-
nation and shadows while also providing a visually good depiction
of its appearance. Our method is the first practically feasible tech-
nique for rendering using complex luminaires such as this one.
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For each luminaire model, we simulate its light flow in a preprocess by trac-

ing light particles from the sources until they exit the luminaire. From this parti-

cle data we construct our two data structures: the APLs for illumination and ra-

diance volume for appearance. This data can then be reused at render time for all

instances of that luminaire, either within a single scene or across multiple scenes

(Chapter 4.) Potentially manufacturers could provide this data for their lumi-

naires, in the same way they supply geometry and far-field goniometric data for

them now. We show results for several complex luminaires and demonstrate or-

ders of magnitude speedup compared to general global illumination algorithms

(Chapter 5.) Our methods provide higher accuracy at lower data sizes compared

to previous precomputation approaches, allowing us to render with luminaires

that were previously infeasible.

To summarize, the main contributions of this dissertation are as follows:

• Anisotropic point lights (APLs): a precomputed representation of the il-

lumination from a luminaire accurate in both the near- and far-field, irre-

spective of the luminaire’s geometric arrangement.

• An efficient technique for computing the appearance of a luminaire, based

on depth-limited ray tracing and a precomputed radiance volume.

• These techniques for the illumination and the appearance of a luminaire

are orthogonal to existing global illumination algorithms; we demonstrate

that it is straightforward to integrate them with existing rendering systems.

• By decoupling the complexity of light transport within a luminaire from

the rest of the scene our method empowers users to incorporate far greater

lighting complexity in their designs than was previously possible.
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The reminder of this dissertation is organized as follows. Chapter 2 surveys

the existing literature related to luminaire rendering in the fields of computer

graphics and illumination engineering. Chapter 3 uses a case study to empha-

size the infeasibility of rendering scenes lit by complex luminaires using current

state-of-the-art methods, and introduces our insights into a luminaire’s illumi-

nation and appearance which are the basis of our method. Chapter 4 presents

our proposed algorithm to render the radiometrically accurate illumination, and

the perceptually plausible appearance of luminaires. The sections in this chapter

describe how to generate our two precomputation structures, APLs for the illu-

mination and the low-frequency radiance volume for the appearance, and then

reuse them for rendering the same luminaire across different environments and

configurations. Chapter 5 shows our results evaluating the accuracy and per-

formance of our method using multiple luminaire models of varying degrees of

complexity. Through qualitative and quantitative analysis we demonstrate that

our method provides correct results while being two or three orders of magni-

tude faster than reference methods. Chapter 6 presents extensions to our method

which further improve its performance and allow it to be used with existing,

unmodified rendering systems. This allows to render complex scenes with full

global illumination being lit by luminaires far more intricate than was possible

before. We finalize with our conclusions in Chapter 7.
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CHAPTER 2

RELATED WORK

Initial work on measuring and representing luminaires comes from the illu-

mination engineering community. Their work permeated the computer graphics

field at its beginnings. Researchers were aware of the limitations of these early

luminaire representation models, which accounted only for the directional vari-

ation of the light (Section 2.1.) Unfortunately these representations were still the

standard industry practice 30 years after their introduction in the 1980s. Early

on in the computer graphics community there was some work on better repre-

sentations of luminaires based on the plenoptic function [11] (Section 2.2) but

most of the research was focused on solving the ever more complex global light

transport using the existing luminaires models (sections 2.3 and 2.4.) While the

latest rendering techniques aspire to have a unified approach to light transport,

including the energy coming from luminaires, handling the pathologically dif-

ficult light paths emanating from complex light fixtures remains an unsolved

problem.

2.1 Far-Field Approximation

Initial models representing luminaires were based in lighting engineering and

used a goniometer to capture the characteristics of the luminaires. These mod-

els, such as IES LM-63 [44] and EULUMDAT [2], provide the simplified far-field1

luminance intensity distribution of the luminaire centered at a point in space.

1Far-field is often defined as the region farther than five times the length of the longest di-
mension of a luminaire [43].
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These formats consist of plain-text data which describes, among other features,

the shape of the luminous aperture (e.g., rectangular, ellipsoidal, circular), the

type of emitter used in the measurements (e.g., an incandescent light bulb or a

fluorescent ballast) and the tabulated directional intensity. Figure 2.1 contains a

basic example of such description as an IES LM-63 file. It is common to sample

the polar angle more densely than the azimuthal angle; polar sampling rates of

one degree are common place for high quality measurements. As of this writ-

ing, the far-field model is still the lighting industry standard, with data provided

directly by the luminaires manufacturers and supported by the rendering and

lighting simulation software packages such as Radiance [58] and Mental Ray [8].

The standard practice when rendering such photometric sources is to attach the

emission distribution to a point or a surface in order to obtain soft shadows.

Refinements on the point-centered discrete distribution model by Verbeck and

Greenberg [54] have taken into account some of the luminaire geometry to gen-

erate more plausible soft shadows and better model its spectral distribution.

Although widely used, the far field models are not sufficiently accurate to

reproduce realistic lighting simulations when the illuminated surfaces are no-

ticeably close to the luminaires [2, 39]. For example, many if not most office light

fixtures are closer to the work surfaces than its far-field region. Furthermore the

discrepancies of using far-field models in such scenarios are relevant for energy

simulations and light quality evaluations including luminance levels and glare.
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IESNA:LM-63-1995
[TEST] BE4124
[DATE] 7-MAY-97
[MANUFAC] BEGA
[LUMCAT] 8522MH
[LUMINAIRE] BOLLARD
[LAMP] (1) 100W ED-17 MH
TILT=NONE
 1  8500  8.5  20  19  1  2  .175  .175  .195
 1  1  100
 0  5  10  20  30  40  50  60  70  80  90  100  110  120  130  140  150  160  170  180 
 0  5  10  15  20  25  30  35  40  45  50   55   60   65   70   75   80   85   90 
  .02735    .2115    .3002   4.674  11.07  17.09  22.78  29.02  36.61  43.29  47.79  
                   48.49    48.42   48.7   48.75  47.48  46.4   46.15  46.66  48.3 
  .02735    .2186    .3006   4.647  11.02  17.05  22.73  29     36.7   43.47  48.05
                   48.97    48.82   48.78  48.76  47.44  46.41  46.14  46.75  48.3 
  .02735    .2182    .2999   4.505  10.82  16.8   22.72  29.24  37.12  44.04  48.88
                   50.24    49.92   49.25  48.75  47.27  46.27  45.97  46.66  48.3 
  .02735    .2181    .2999   4.308  10.49  16.8   23.11  29.95  38.17  45.33  50.79
                   52.56    51.97   50.44  49.12  47.2   46.11  45.89  46.64  48.3 
  .02735    .2216    .3103   4.015  10.24  17.06  24.04  31.17  39.58  47.03  53.27
                   55.27    54.51   52.28  49.93  47.29  46.08  45.74  46.71  48.3 
  .02735    .218     .3099   3.637  10.15  17.68  25.11  32.37  40.82  48.66  55.65
                   57.73    56.87   54.21  50.91  47.55  46.01  45.53  46.6   48.3 
  .02735    .2215    .3135   3.233  10.32  18.41  26.13  33.44  41.78  50.3   57.73
                   59.9     58.95   56.06  51.94  48.1   46.25  45.56  46.69  48.3 
  .02735    .2181    .3101   2.9    10.59  19.02  26.98  34.26  42.56  51.71  59.4
                   61.58    60.63   57.51  52.94  48.48  46.5   45.45  46.64  48.3 
  .02735    .2181    .3136   2.715  10.8   19.45  27.52  34.84  43.12  52.76  60.56
                   62.75    61.77   58.55  53.73  48.89  46.73  45.43  46.68  48.3 
  .02735    .2181    .3136   2.657  10.87  19.59  27.63  34.95  43.22  53.03  60.83
                   63.04    62      58.82  53.95  48.86  46.83  45.43  46.75  48.3 
  .02735    .2181    .3136   2.715  10.8   19.45  27.52  34.84  43.12  52.76  60.56
                   62.75    61.77   58.55  53.73  48.89  46.73  45.43  46.68  48.3 
  .02735    .2181    .3101   2.9    10.59  19.02  26.98  34.26  42.56  51.71  59.4
                   61.58    60.63   57.51  52.94  48.48  46.5   45.45  46.64  48.3 
  .02735    .2215    .3135   3.233  10.32  18.41  26.13  33.44  41.78  50.3   57.73
                   59.9     58.95   56.06  51.94  48.1   46.25  45.56  46.69  48.3 
  .02735    .218     .3099   3.637  10.15  17.68  25.11  32.37  40.82  48.66  55.65
                   57.73    56.87   54.21  50.91  47.55  46.01  45.53  46.6   48.3 
  .02735    .2216    .3103   4.015  10.24  17.06  24.04  31.17  39.58  47.03  53.27
                   55.27    54.51   52.28  49.93  47.29  46.08  45.74  46.71  48.3 
  .02735    .2181    .2999   4.308  10.49  16.8   23.11  29.95  38.17  45.33  50.79
                   52.56    51.97   50.44  49.12  47.2   46.11  45.89  46.64  48.3 
  .02735    .2182    .2999   4.505  10.82  16.8   22.72  29.24  37.12  44.04  48.88
                   50.24    49.92   49.25  48.75  47.27  46.27  45.97  46.66  48.3 
  .02735    .2186    .3006   4.647  11.02  17.05  22.73  29     36.7   43.47  48.05
                   48.97    48.82   48.78  48.76  47.44  46.41  46.14  46.75  48.3 
  .02735    .2115    .3002   4.674  11.07  17.09  22.78  29.02  36.61  43.29  47.79
                   48.49    48.42   48.7   48.75  47.48  46.4   46.15  46.66  48.3 

Photograph Goniogram
(photometric candela values, ϕ = 0°)

IES file rendering
© BEGA-US

ϕ = 0°

ϕ = 5°

ϕ = 10°

ϕ = 15°

ϕ = 20°

ϕ = 25°

ϕ = 30°

ϕ = 35°

ϕ = 40°

ϕ = 45°

ϕ = 50°

ϕ = 55°

ϕ = 60°

ϕ = 65°

ϕ = 70°

ϕ = 75°

ϕ = 80°

ϕ = 85°

ϕ = 90°

Luminaire description

Measurement 
description

Candela values at each 
horizontal angle

Figure 2.1: Example of an IES LM-63 file [44]. This file describes the far-field dis-
tribution of a Bega unshielded bollard luminaire using 20 × 19 dis-
crete measurements; the distribution is symmetric in each quadrant
of the horizontal plane. This measurement uses photometric candela
values, losing the wavelength-dependent information.
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2.2 Near-field Acquisition and Rendering

A more general way of describing the radiance emitted by a luminaire, instead

of points and areas with homogeneous emission, is through its light field as pro-

posed by Gershun [11]. The light field is a multidimensional function which

describes the wavelength-dependent radiance at any point in space for a given

direction. For a luminaire contained in a medium with negligible scattering,

such as air over moderate distances, it is possible to accurately characterize its

emission properties by describing its light field at a virtual surface enclosing the

luminaire [39]. This approach decouples the emission representation from the

actual luminaire geometry and provides a framework for more detailed near-

field lighting capturing the full light field of a luminaire.

Ashdown proposed a method to measure this light field for existing lumi-

naires using sensors close to the luminaire [1]. Initial approaches to capture the

luminaire’s light field used direct measurements obtained with a special gonio-

photometer with low resolution cameras to limit the amount of data. As with the

current far-field data, the captured near-field information would be generated by

the manufacturer and provided to the users for their use in simulation software.

It is also possible to capture a coarser representation of the light field through

an environment using standard cameras and image processing techniques [36].

To represent the light field Levoy and Hanrahan [29] concurrently with Gort-

ler et al. [14] developed a data structure which they called light slab and lumigraph

respectively. A light slab represents all straight-line light paths between a pair of

points, each of them located in two different planes. To represent a larger space
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with better accuracy it is possible to use multiple light slabs; the full light slab

for an object is defined around the six faces of its bounding cube. The benefit

of this representation is that a single perspective image (i.e. a rendered view

or a photograph) constitutes a 2D slice of the light slab. Using this formulation

an entire light slab can be stored as an image consisting of a set of tiles, each of

which is a 2D slice of the full 4D dataset (Figure 2.2.) Fortunately the approach

is amenable to compression techniques. Conceptually one of the planes in this

structure, (u , v), represents the spatial resolution (sampling of the object) and

other the directional resolution at each spatial sample, (s , t). The (s , t) plane

may be placed at infinity to decouple the spatial and directional sampling rates.

Because the target application of these papers is to synthesize new views from

existing data, the authors note that directional resolution is more important for

the perceived quality than the spatial resolution. Thus the directional plane (s , t)
has approximately an order of magnitude more samples than the spatial plane

(u , v) [29, 14, 20].

To overcome the aliasing introduced by sparse measurements, Goesele et al.

[12] proposed projecting the light field into a finite basis before its capture using

simple filters to improve reconstruction. This technique also permits a fast visu-

alization of the luminaire’s direct lighting using programmable graphics hard-

ware [15], but is limited by the huge amounts of data that are needed for higher

frequency details. For these reasons light field rendering methods typically use a

combination of compression methods such as vector quantization, non-negative

matrix factorization, PCA-analysis and standard image compression techniques

[4, 5, 6, 29].
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Figure 2.2: Light slab (lumigraph) representation of a light field from Levoy and
Hanrahan [29]. Each image of Buddha in the array corresponds to the
rays passing through all points in the directional plane (s , t) and ar-
riving at a single location in the spatial plane (u , v). Thus each image
is a 2D slice of the 4D light field.

Relying on global illumination (GI) techniques, the light fields for virtual lu-

minaires can be simulated and stored. The canned lightsource method by Hei-

drich et al. [20] (Figure 2.3a) proposed computing a luminaire’s 4D light field in a

preprocess which can then be reused at render time to more efficiently compute

the luminaire’s illumination. The results can then be stored in a light slab struc-

ture [14, 29]. However discretizing and storing the 4D light field becomes very

data-intensive and expensive if the luminaire covers a large area and contains

high frequency details. As will be described later, other alternate representa-

tions can scale much better for more complex luminaires.

Another way to represent the results of the near-field acquisition is using a

rayset [3, 37]. A rayset is a set of exiting rays (origin and direction) all with equal

energy and without spectral distribution, leaving the luminaire and captured on

a virtual bounding surface. To compress the rayset model of a luminaire, Mas

et al. [31] proposed transforming the rayset into a set of clusters, each with a dis-

crete hemispherical directional distribution. This data representation is suitable
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for designing reflectors which will yield a determined far-field distribution [32].

This technique requires the rayset’s origin points to lay on a convex hull which

surrounds the luminaire tightly; such a surface is often ill-defined for irregular

luminaires such as glass chandeliers.

To visualize the appearance of a complex luminaire, Kniep et al. [25] (Fig-

ure 2.3b) proposed an approach based on directional photon mapping [33]. They

use photon mapping but only store photons when they intersect a bounding sur-

face for the luminaire. At render time, density estimation was used to accurately

reproduce the appearance of complex car tail-light assemblies. The approach is

quite data intensive, requiring the storage of gigabytes worth of photon data for

each luminaire, and thus does not scale well to large and complex luminaires.

Furthermore this technique does not provide an explicit method to calculate the

light source’s illumination into the environment, requiring instead a very large

number of expensive density estimation queries.

2.3 Global illumination methods

General global illumination methods, such as bidirectional path tracing [26, 51]

and stochastic progressive photon mapping [17], can be used to simulate the lu-

minaire without any precomputation. In this case, the luminaire geometry is

simply treated as part of the scene geometry. However complex luminaires are

often composed of challenging materials and elements such as glass, crystals,

diffusers, reflectors and refractors. The light paths inside a complex luminaire

are often the most difficult to handle in a scene, leading to slow convergence
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(a) Heidrich et al. [20] (b) Kniep et al. [25]

Figure 2.3: Examples of previous work on luminaire rendering: (a) precomputed
luminaire emission using the light slab data structure and (b) direct
visualization through directional photon mapping.

for general global illumination methods. Several recent methods have been pro-

posed to improve general handling of difficult caustic-like paths. Several recent

contributions are described next.

The Manifold Exploration [22] algorithm, by Jakob and Marschner, greatly

improves the exploration of connected caustic components (Figure 2.4). This

technique introduces a strategy for modifying light paths by perturbing the end

points (typically corresponding to the camera and a light emitter) while preserv-

ing a valid configuration. Two methods concurrently developed by Georgiev

et al. [10] (Figure 2.5) and Hachisuka et al. [18] combine the strengths of pho-

ton mapping and bidirectional path tracing to improve handling caustic compo-

nents. Another recent approach by Kaplanyan and Dachsbacher [23] selectively

modifies materials with perfectly specular components to simplify the handling

of difficult paths, but would not apply to scenes which already include glossy

surfaces such as those present in light fixtures.
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Figure 2.4: Example results from Jakob and Marschner [22] demonstrating how
manifold exploration handles specular and near-specular transport
on a scene with glossy, reflective and refractive materials. The chan-
delier on the right image is used to light the tableware on the left.

While these methods are significant improvements to the state of general

global illumination, none of them can yet efficiently handle the complex combi-

nation of many disjoint, overlapping caustic paths such as those arising in light

fixtures with several layers of intricate glass refractors and numerous emitters.

These characteristics are commonly the case with ornamental chandeliers. Un-

der these circumstances a slight perturbation of an existing light path results in a

radically different path configuration; the manifold exploration method cannot

switch between disjoint classes of paths. The vertex-merging techniques [10, 18]

would degenerate to path tracing in the presence of paths on which most vertices

correspond to highly glossy materials.

Another paradigm for solving the global light transport problem is through

many-light methods [7], which discretize the light paths into a large collection

of virtual point light sources (VPLs.) Henceforth it is possible to use scalable al-

gorithms such as Lightcuts [55], in which the shading cost is strongly sublinear

with respect to the number of light sources. An optimization which is standard

practice with many-light methods is to generate separate sets of VPLs for direct

and indirect illumination. In the case of the direct VPLs the renderers distribute
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(a) Reference (b) Vertex connection merging

Figure 2.5: Example result from Georgiev et al. [10] showing the fast convergence
of the vertex connection merging, achieved through efficiently com-
bining the contributions of bidirectional path tracing and progressive
photon mapping.

them over the surface of the emitters. However for complex luminaires the emit-

ters are hidden from most the scene by the luminaire’s multiple reflectors, refrac-

tors and diffusers; upon rendering such direct VPLs will not contribute energy

to the vast majority of the scene.

2.4 Precomputation-based Rendering

Precomputation-based rendering (PBR) [41] methods have been extensively in-

vestigated in graphics. Since precomputation is involved, the PBR methods usu-

ally deal with the static scenes or scenes with rigid transformation only. In prac-

tice, complex luminaires are almost always static, hence the precomputation

strategy fits the scene rendering very well. PBR methods often use functions

defined over a spherical domain, such as incident radiance. To avoid the run-

time and storage costs of detailed representations such as bitmaps, PBR methods
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commonly use a simplified version of the original function by projecting it into

a spherical basis function.

Spherical Harmonics (SH) is a representative basis function that has been

widely adopted in PBR [42, 47] (Figure 2.6a.) The SH basis can smoothly recon-

struct low-frequency signals very well and can be freely rotated; however it can-

not efficiently represent high frequency signals. Other techniques better suitable

for higher frequency signals but with higher complexity include wavelets [38]

and spherical radial basis functions (SRBF) [49]. The 2D wavelet basis applied

to a planar projection of the function can represent all-frequency effects with

a small number of coefficients, but its rotation is non-trivial and can introduce

temporal flickering due to its nonlinear reconstruction. Wavelet bases defined on

the spherical domain [28] avoid projection artifacts but are prohibitively expen-

sive to use. The SRBF can reconstruct all-frequency effects as well and is easy

to rotate, but its precomputation cost is much higher than that of other func-

tions [30].

PBR techniques have been successfully used to accelerate the calculation of

challenging effects due to multiple scattering such as indirect lighting, subsur-

face scattering and volumetric rendering. The irradiance volume [16] method

approximates the global light transport within an enclosed region by using a

pre-computed, sparsely sampled representation of the irradiance (radiant power

on a surface, per unit surface area) as a function of the position within the vol-

ume delimited by the space and a given direction. This representation provides

an O(1) approximation of the global illumination, reconstructed with trilinear

interpolation, suitable for interactive applications.
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(a) Sloan et al. [47] (b) Moon et al. [35] (c) Moon et al. [34]

Figure 2.6: Examples of previous work on precomputation-based rendering:
(a) precomputed radiance transfer, (b) multiple scattering in hair and
(c) discrete homogeneous isotropic random media.

The method places its irradiance samples at the vertices of a bi-level uniform

grid, allowing for additional detail in the non-empty regions of the volume. At

each sampling location the directional irradiance is stored as a piecewise func-

tion defined on a bitmap which uses a solid-angle preserving projection. While

the irradiance at each orientation may be calculated using any global illumina-

tion method, the authors chose a piecewise approximation of the radiance func-

tion at the given location. This approach permits the reuse of the same set of

radiance samples for all irradiance calculations at the same spatial location.

At runtime irradiance queries are computed by trilinear interpolation of the

closest samples in the volume. While the method cannot handle specular sur-

faces per se, the authors note that it would be possible to support some moderate

gloss by storing additional basis functions at each sample location, such as cosine

lobes as used in the Phong shading model.

The method works well for volumes with smoothly changing irradiance fea-

tures. Because of the sparse sampling it cannot be used efficiently to repre-
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sent directly neither highly detailed radiance functions nor directly visible con-

tours. Since most light fixtures, and certainly decorative luminaires, have intri-

cate physical geometries which are easily perceived, it is not possible to depict

them satisfactorily with an irradiance volume alone.

Moon et al. [35] (Figure 2.6b) have explored the radiance volume concept in

the context of rendering multiple scattering in hair. Their method estimates the

average radiance in each voxel of a coarse grid enclosing the hair fibers. Each

voxel stores only a SH projection of the radiance estimate.

Under specific constraints it is possible to construct analytical models based

on precomputed data. Moon et al. [34] (Figure 2.6c) present a method to effi-

ciently render the multiple scattering in “discrete homogeneous isotropic ran-

dom media”, where the assumptions of traditional volumetric methods are no

longer valid. This method introduces a statistical description of the scattering

within a region of the discrete random media called the shell transport function.

It describes the probability of a light path to leave at a certain direction and po-

sition on the bounding sphere, given its initial direction. Together with an ap-

propriate reformulation of the rendering equation this approach allows paths

to traverse the media in large steps while computing direct illumination at each

interaction. The shell transport functions for different radii are generated dur-

ing a preprocessing stage through path tracing and then compressed using non-

negative matrix factorization which allows efficient importance sampling.

The authors note that since the low order scattering near the surface of the

medium is not a smooth function, and the shell transport rendering equation is

valid only at a certain depth from the media surface, a final image consists of two
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passes. The first pass computes low order scattering using standard path tracing

and a high sampling rate. The second pass generates the high order scattering

using the shell function. This technique achieves converged images orders of

magnitude faster than the brute force path tracing method. However this algo-

rithm cannot be used for rendering the direct appearance of a luminaire, since its

geometry and organization do not meet the definition of discrete random media.

In a luminaire the specific geometric arrangement of its parts is far more no-

ticeable and cannot be represented by statistical methods. Its elements’ spatial

placement and orientation is almost always non-random and exhibit a high de-

gree of anisotropy and directional dependence. Furthermore most decorative

luminaires consist of multiple materials, each of which is far more complicated

than either ideally diffuse reflection or perfectly specular reflection and trans-

mission.

We have presented related work from the computer graphics and illumina-

tion engineering literature which describe a wide range of ways to synthesize,

in principle, scenes lit by all types of luminaires. Nonetheless even the state-of-

the-art techniques fail to simultaneously address the illumination and the ap-

pearance of complex luminaires. In the following chapters we will present our

proposed simulation algorithm which addresses both the appearance of lumi-

naires and both their near-field and far-field illumination. The luminaires can

range from humble troffer fixtures to elaborate glass chandeliers. In all cases

our methods vastly improve the computation times of existing approaches, and

simultaneously provide more accurate results than previous precomputation-

based solutions.
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CHAPTER 3

MOTIVATION

Our goal is to efficiently render environments with complex luminaires. As

a motivating example, we were inspired by the chandeliers in the Statler Ho-

tel (Figure 3.1a, top), that contain twelve sources within 117 glass shades. As a

test, we built a computer model based on this chandelier (Figure 3.1b, bottom)

and room. While not an exact match for the real luminaire, our model is close

enough to provide a similar look and computational challenge. When we tried

rendering our model with existing methods, we found that none were practi-

cally feasible solutions. The global illumination algorithms had high noise and

required hundreds of computation hours to get near a converged image, while

light field-based methods yielded poor visual quality even when set to use many

gigabytes of precomputed data. The lack of a practical way to render this lumi-

naire is what led us to develop our new luminaire rendering algorithm.

The model rendered with our method (Figure 3.1b) was also rendered with

several algorithms and cropped image results shown in Figures 3.2 and 3.3 show-

case luminaire appearance and illumination respectively. The figures use cus-

tomized tone-mapping to highlight the different aspects, but all rendered images

within a single figure use exactly the same tone mapping to allow fair compar-

isons. The global illumination algorithms, bidirectional path tracing [51], man-

ifold exploration [22] and stochastic progressive photon mapping [17], were set

to use equal rendering time as our method. The reference is rendered with bidi-

rectional path tracing with a much longer render time. As a representative of

light field approaches, we also show canned lightsources [20] set to use eight
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(a) Real scene photograph: such complex luminaires cast intricate patterns on
their immediate surroundings and are very aesthetically pleasing themselves.

(b) Our method efficiently and accurately renders both near- and far-field illumi-
nation from such complex luminaires at significantly faster speeds than previ-
ous methods, achieving comparable effects to those present on the real scene.

Figure 3.1: Statler Hotel scene lit by four chandeliers: photograph and 3D model.
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(a) Reference (150× time) (b) Our method

(c) Real scene photograph

(d) Canned lightsource (8× data) (e) Bidirectional Path Tracing (equal time)

(f) Manifold Exploration (ERPT)
(equal time)

(g) Stochastic Progressive Photon Mapping
(equal time)

Figure 3.2: Comparison of the appearance of the Statler luminaire as rendered by
different methods. The images correspond to cropped sections of Fig-
ure 3.1 using the histogram equalization tone mapping. Our method
shows attributes for the illumination and the luminaire appearance
qualitatively similar to those present on the real world scene.
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(a) Reference: Bidirectional Path Tracing (150× time)

(b) Our method

(c) Canned lightsource (8× data)

(d) Bidirectional Path Tracing (equal time)

(e) Manifold Exploration (ERPT) (equal time)

(f) Stochastic Progressive Photon Mapping (equal time)

Figure 3.3: Comparison of the illumination from the Statler luminaire incident
on the ceiling as rendered by different methods. The images corre-
spond to a cropped section of the scene from Figure 3.1. Images on
the left column are tone mapped using a global operator, whereas
false color images on the right illustrate the logarithmic luminance,
making the variations on the illumination more apparent.
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times more precomputed data than our method. These results demonstrate that

our method produces much higher quality than prior approaches given simi-

lar resources and is the first practical rendering method demonstrated for such

luminaires.

3.1 Luminaire Illumination Insights

In our method, we first split luminaire rendering into illumination and appear-

ance components because we found these have significantly different accuracy

and cost requirements. Illumination is generally the dominant cost since lumi-

naires usually occupy only a small fraction of the image pixels. Far-field point

source approximations are cheap to evaluate, but are not accurate for near-field

illumination. Because small sources tend to create less desirable effects such

as harsher lighting and hard shadows, luminaires are often designed to be big

enough such that much of the scene lies in the near-field. Light fields can repro-

duce the near-field of small sources well, but scale poorly with luminaire size and

require a potentially expensive integration over slices of the light field. For our

luminaires we need a method that reproduces both near- and far-field patterns,

scales to large luminaires, and is efficient to evaluate. Inspired by the success

of many light methods, we developed a new point-based method to meet these

requirements.

For each luminaire we generate multiple anisotropic point lights (APLs), each

with its own position and directional distribution. The summed effect of the

APLs is optimized to closely match the luminaire’s illumination in both the near-

and far-field. Individually our APLs are very similar to traditional far-field single
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point sources, making them easy to support and evaluate. Multiple scattering

and occlusion within the luminaire are already included in the APL properties,

allowing the illumination to be computed solely from the APLs without test-

ing against the luminaire geometry. We found that the choice of APL positions

strongly affects the near-field quality with the best locations often being in the

interior rather than on an aperture or bounding surface. Thus we present an

APL generation algorithm based on clustering to automatically select good lo-

cations. We also show that the number of APLs can be easily varied statically or

dynamically to optimize accuracy vs. cost trade-offs.

3.2 Luminaire Appearance Insights

To investigate how to render the luminaire appearance, we first performed a se-

ries of experiments to understand the composition of such prohibitively complex

effects. Figure 3.4 shows a series of appearance approximations for a simplified

Statler luminaire (Figure 5.2a) which contains only four emitters surrounded by

a single ring of glass shades. The experiments rendered this luminaire using

the standard recursive path tracing while limiting the maximum number of ray

bounces nb to be 5, 10 and 30 respectively along with a reference solution using

unlimited bounces. As shown in Figure 3.4, there are some high-intensity and

individually distinguishable light patterns in the luminaire’s appearance which

are already visible when nb ≤ 5. These high-frequency light patterns are what

we call “sparkles”, created by short paths connecting the emitter to the camera.

When nb ≤ 10, these high-frequency components of the luminaire appearance

are already quite close to the reference while the major differences lie in the over-
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(a) ≤ 5 bounces (b) ≤ 10 bounces (c) ≤ 30 bounces (d) Reference

Figure 3.4: This figure shows a simplified version of the Statler luminaire, ren-
dered using path tracing with different maximum bounces (path
lengths.) The bottom row shows a false color version of the top row
to better illustrate the radiance variation. All images should be com-
pared to a reference image with unbounded path lengths (d).

all “glow” of the luminaire due to the multiple scattering within the complex

luminaire. To show patterns more clearly, in the second row of Figure 3.4, each

rendered result in the first row has been colorized using a false color map cov-

ering the same data range (blue represents low, red represents high) to show the

logarithmic intensity of each pixel. Clearly, most of the red “sparkles” have ap-

peared when the number of ray bounces is less than or equal to 10 times, while

the blue “glow” is still increasing even after 30 bounces.

Motivated by their very dissimilar characteristics, we choose different strate-

gies to render “sparkle” and “glow” components. High-frequency “sparkles”

are well approximated by limiting the maximum number of bounces during ray

28



tracing. Because the “glow” appears to be a very smooth signal, it may be ap-

proximated using a precomputed low-frequency representation.

We used this same simplified luminaire model to test how the method pro-

posed by Kniep et al. [25] would perform, since as of this writing it was the most

recent related work dealing specifically with the appearance of luminaires. Fig-

ure 3.5 shows the results of our tests, in which we varied the number of photons

(from ten thousand to one hundred million) and the angular bandwidth param-

eter (λ in the original paper.) The value of λ serves to weight the influence of

the photons’ direction during density estimation: a value of zero would behave

as traditional photon mapping, where only the position matters, whereas larger

values would lead to only include contributions from photons closely matching

the query direction. Our tests indicate that even one hundred million particles

are not enough to get a high quality rendering of the luminaire’s appearance

as they differ considerably from the reference, created with bidirectional path

tracing. Nevertheless, we also found that with moderate values of λ (i.e., taking

into account the photons’ direction without making it more important than po-

sition) using even less than one million photons is enough to get a reasonable

approximation of the “glow” component of the luminaire. Thus these experi-

ments confirm that the “glow” of a luminaire is a low-frequency function which

may be approximated by more adequate methods than using a 6D data-intensive

photon map which requires expensive density estimation queries.
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Photons λ = 0.8 λ = 4 λ = 20 λ = 100 λ = 500 Reference

104

105

106

107

108

Figure 3.5: Appearance of a simplified version of the Statler luminaire, using the
6D photon mapping method by Kniep et al. [25]. Even when using
huge amounts of photons and variations of the angular bandwidth
parameter λ, the results using this technique are far from matching
the reference (last column.)
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CHAPTER 4

ALGORITHM

This chapter presents our algorithm to generate the data structures which

enable rendering the illumination and appearance of complex luminaires, and

describes how to use them effectively at rendering time (Section 4.1.) During

the precomputation step we use a Monte Carlo particle-tracing process (Sec-

tion 4.2) to create the APLs, which store the exiting illumination from the lumi-

naire (Section 4.3), and the low-frequency radiance volume, which approximates

the costly multiple scattering during the luminaire appearance rendering (Sec-

tion 4.4.) When rendering an environment using a luminaire processed with our

method, we gather the illumination form the APLs and use a limited-depth ray

tracing strategy along with the radiance volume for the luminaire appearance

(Section 4.5.) We conclude this chapter by explaining the design and parameter

choices we made in our implementation of this algorithm (Section 4.6.)

4.1 Method Overview

Figure 4.1 shows an overview of our luminaire rendering method, using the

P.H. Artichoke luminaire as an example. In a preprocess, we create two data

structures for each luminaire model: a set of anisotropic point lights (APLs) and

an internal radiance volume. The preprocess uses standard light particle tracing

with particles emitted from the luminaire’s emitters and tracked until they exit

the luminaire. The exiting rays are clustered to form the APLs which compactly

represent all the light leaving the luminaire. Each APL consists of a position

and a directional distribution (Figure 4.1b.). The radiance volume is a low fre-
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quency representation of the light flow inside the luminaire that is stored as a

low-resolution 3D grid of spherical harmonic coefficients (Figure 4.1c.) During

the particle trace, each particle track is projected into the radiance volume such

that each cell stores the average radiance within that cell. The APLs and the radi-

ance volume are constructed incrementally so that we do not store the full set of

particles, i.e., we continuously integrate additional groups of particles into the

current estimates of both structures until we achieve the desired quality.

At render time, points are shaded using either the appearance or illumina-

tion procedures depending on whether they are located on the luminaire ge-

ometry or elsewhere in the scene. The illumination, at points not hitting the

luminaire’s geometry, is computed by evaluating the direct illumination from

the precomputed APLs (Figure 4.1d.) This is identical to evaluating standard

directionally-varying point sources, except that we need only check for shadow

occlusion from non-luminaire geometry. The APL distributions already account

for occlusion (and multiple scattering) due to the luminaire geometry.

Shading points on the luminaire use an appearance procedure based on lim-

ited depth recursive ray tracing. At each point, we compute the direct illumina-

tion from the luminaire’s actual emitters and generate a scattered ray by BSDF

sampling. The scattered ray is recursively traced to generate a new point un-

til a ray leaves the luminaire or reaches the maximum recursion depth. If the

ray leaves the luminaire, then it is shaded using the illumination procedures

above. This is essential to compute scene-dependent aspects of the luminaire ap-

pearance from effects such as transparency or reflection. If the maximum recur-

sion depth is reached, then we look up a value from the precomputed radiance
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volume and terminate the ray. As discussed in Section 3.2, luminaire appear-

ance contains high-frequency “sparkles” (Figure 4.1e) and the low-frequency

“glow” (Figure 4.1f.) The “sparkles” are typically caused by relatively short

high-intensity, often specular, ray paths to the emitters. Since the “sparkles” are

highly view-dependent, precomputation is not an effective approach and instead

a limited-bounce ray tracing scheme is used to compute them. The “glow” in

contrast is typically caused by highly scattered light from much longer ray paths

inside the luminaire. The multiple scattering diffuses this light making precom-

putation using our radiance volume an effective strategy. While the “glow” ap-

proximation is less accurate than the other parts of our method, we found it to

be a good trade-off between quality and performance, and essential in achieving

visually good appearance fidelity.

Together our illumination (Figure 4.1d) and appearance (Figure 4.1g) pro-

cedures enable the high-quality rendering of scenes with complex luminaires

(Figure 4.1h.)

The following sections first present the particle tracing step in the precom-

putation stage and how to use it to generate a set of APLs, and a low-frequency

radiance volume for the input luminaire, respectively. Afterward, we describe

how to utilize these two precomputed data structures, combining with a depth-

limited ray tracing scheme for generating “sparkles”, to fully render both accu-

rate illumination and plausible appearance of complex luminaire.
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4.2 Particle Tracing

The precomputation stage starts by tracing random particles from each emitter

through the luminaire geometry until they exit into the environment. A standard

particle tracer, similar to those used for photon mapping and traditional virtual

point light (VPL) generation, generates the particles [9]. The source for the parti-

cles may be any adequate representation of the light emitters: phenomenological

such as area light sources and point lights, or experimental such as goniometric

data and ray sets [37]. This stage requires only the luminaire with its geometry,

materials, and emitters as input; hence it is scene independent.

As shown in Figure 4.2a, for each particle p we record its starting position

xp, direction vp, flux Φp, and path length tp; the latter is defined as the distance

from xp along vp to the next intersection point within the luminaire geometry.

When p intersects the luminaire geometry, a new particle p′ is generated and the

tp value of p is determined at the same time. Following the standard practice the

direction and flux of p′ are determined by importance sampling of the BSDF at

the current intersection point. Such particle tracing process continues until the

particle pe exits the luminaire geometry (Figure 4.2b.)

As standard in Monte Carlo particle tracing, at each interaction with an ele-

ment of the luminaire some of the energy fromΦp is absorbed (unless its material

is perfectly reflective or transmissive, ideal conditions mostly absent in the real

world.) Therefore the original particle flux is greater than or equal to that of the

newly generated particle, i.e., Φp ≥ Φp′. Since luminaires generally use mate-

rials on which only little absorption occurs in order to maximize their energy
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xp

vp

tp

(a) Initial generation of particle p, originat-
ing on the surface of an actual emitter.

p

p’

pe

(b) Propagation of p within the luminaire,
culminating in exiting particle pe.

Figure 4.2: Particle tracing process during precomputation.

efficiency, a particle originating at an emitter may follow very long paths before

its flux diminishes substantially. For example, a particle being scattered through

a clear glass chandelier with 90 % reflection and transmission will bounce more

than 42 times before it loses 99 % of its original flux. The actual path-lengths

depend on the luminaire complexity and while a typical particle goes through

less than a dozen bounces, we found that some high-energy particles may go

through hundreds of bounces before exiting. To avoid infinite path lengths we

use Russian roulette [9, Section 5.3.2] as an additional stopping criteria.

To faithfully represent both the illumination and appearance of a complex

luminaire, we need to trace millions, even billions of particles through the lu-

minaire geometry. For the illumination we use only those exiting particles pe

which escape from within the luminaire to the surrounding environment (yel-

low vector in Figure 4.2b.) Section 4.3 describes how to convert those particles

into APLs. To generate the radiance volume for luminaire “glow”, we use all

the particle segments tp within the luminaire (green vectors in Figure 4.2b); Sec-

tion 4.4 explains this process in more detail.
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4.3 Generating APLs Using Clustering

Instead of storing all the exiting particles, we choose to group them into a set

of clusters (Figure 4.3a), and treat each cluster as an APL (Figure 4.3b.) It is

not evident what constitutes a good cluster center. Both previous work [20] and

our tests corroborate that choosing cluster centers a priori does not lead to good

near-field illumination results without requiring prohibitively large amounts of

precomputed data, and instead tend to introduce aliasing artifacts. Hence we

looked into using unsupervised machine learning though clustering. We ex-

plored several different clustering methods, including k-means clustering, and

achieved the best result with agglomerative clustering [57] using a metric that

aims to generate spatially compact clusters with roughly equal power (i.e., flux.)

We rejected other clustering methods because in our experiments the APLs cre-

ated by them failed to represent the near-field illumination of the luminaire, even

when using a large number of clusters. The clustering cost metric we used is:

I =
(
ΦC1 +ΦC2

)
· Diag (C1 ∪ C2)4 (4.1)

whereΦC1 andΦC2 are the powers of the clusters C1 and C2 which are potentially

being merged and Diag(·) is the diagonal length of the bounding box enclosing

both C1 and C2. At each step of the clustering process it merges the two clusters

which, once combined, will yield the minimum value of the clustering cost met-

ric among all possible combinations. The process finishes when all clusters have

been merged into a single root node.

Since agglomerative clustering builds a complete tree bottom-up from the

leaves, the outcome of this clustering step is actually a binary tree; its leaf nodes
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(a) Particle clustering (b) APLs generation

Figure 4.3: Particle clustering for APLs generation in precomputation.

corresponding to each individual particle. Each inner node of the binary tree

represents a cluster containing all the child clusters below it in the tree. Clearly,

the clustering cost of the tree nodes decreases from the tree top to the bottom.

To generate a certain number of APLs, we adopt a maximum priority queue filled

with tree nodes; the associated priority is the clustering cost computed using

Equation 4.1 for each node. Starting by pushing the root node into the queue,

we will check whether the current number of nodes in the queue has already

reached the target number (e.g., 512.) If the current queue size is less than the

target, the node with the largest clustering cost will be popped out from the queue

while its child nodes will be pushed in. We repeat this process until the number

of tree nodes equals the target amount, and then each node in the queue become

a cluster for generating the set of APLs.

Finally, the critical piece of information we need is the centroid of each clus-

ter. Its value is simply the center of the bounding box containing all the seed

particles assigned to the cluster. We tried more sophisticated approaches, e.g.,

calculating the center of mass of the cluster weighted by each of its particle’s

power, but the resulting illumination did not show any improvements with re-
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spect to the simpler approach. Having obtained the centroid of each cluster, their

positions remain unchanged through the rest of the particle process, i.e., assign-

ing additional particles to a cluster during the APL generation process does not

change the cluster’s position.

Performing agglomerative clustering on a billion particles is unnecessarily

expensive for generating high quality clusters. Actually, clustering a subset with

a much smaller number of particles is enough to generate cluster centers which

lead to APLs providing accurate near-field illumination, even though all the par-

ticles are required to get good directional resolution for each APL. Thus we first

perform agglomerative clustering on an initial subset of particles to seed the clus-

ter locations (see Section 4.6.) Thereafter, every exiting particle can be simply

assigned to the closest cluster, using the Euclidean distance between the exiting

particle’s position and the cluster’s centroid as the evaluation metric.

Each cluster keeps track of its centroid and the directional radiance distribu-

tion of all the particles assigned to it. At the end of the precomputation, these

clusters turn into a set of APLs (Figure 4.3b), where the centroid of each clus-

ter becomes the APL’s position. Effectively, what this process does is “move”

each of the particles assigned to the cluster from their original exiting position

to the APL’s position, while maintaining their original outgoing direction and

flux. To estimate the radiance distribution of an APL we only use the flux and

direction of the particles within its corresponding cluster, This way the radiance

distribution of an APL becomes a function defined on the sphere of directions

(see Figure 4.4.) Each particle gets assigned to a bin using a 2D projection of the

sphere to which we add the current particle’s flux; this is analogous to gener-
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(a) Particle path showing each segment’s
contribution to all traversed voxels.

(b) Spherical harmonics coefficients after
precomputation in each voxel.

Figure 4.5: Computation of the radiance volume. During the precomputation,
each light particle adds energy to every voxel cell it intersects pro-
portional to the path segment length within the voxel (a). Each cell
stores spherical harmonic coefficients to represent its low-frequency
directional distribution (b). Figure adapted from Moon et al. [35].

It is impractical to directly save all of these elements and instead we project them

into a low resolution volume which stores the spatial and directional variations

of the internal radiance field. Figure 4.5 illustrates this process.

During precomputation, the bounding box of the luminaire model is firstly

discretized into a low-resolution uniform grid with cube-shaped voxels. We

adopt the approach from Moon et al. [35] in order to record the contribution of

a light path to the grid voxels intersecting with its trajectory. For each voxel that

a light path segment tp intersects, it makes a contribution to the local spherical

radiance function of the current voxel, proportional to the path segment length

within the voxel. The spherical radiance function of each voxel is generated by

gathering the contributions from all the intersecting light paths.
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Due to its low-frequency nature, to efficiently represent each voxel within

the radiance volume, we project the spherical radiance function into the spher-

ical harmonics (SH) basis and hence each voxels needs to store only a few SH

coefficients. At render time, this volume can be quickly queried to approximate

the low-frequency radiance for any position and direction inside the luminaire.

4.5 Rendering process

At rendering time it is possible to use the APLs as the light emitting primitives.

Since each individual APL is a true point source, any appropriate rendering rou-

tine can be used to gather their direct illumination and associated global illumi-

nation effects. One minor difference is that shadow rays to APLs are not blocked

by luminaire geometry, since luminaire-internal occlusion is already baked into

the directional distributions of each APL after precomputation.

To combine both the high- and low-frequency components of the luminaire

appearance we use a recursive ray tracing process. When an eye ray hits the lu-

minaire geometry, we continue to track its path recursively to accumulate the

“sparkles” up to a limited number of additional bounces. If the view ray hits an

emitter inside the luminaire before reaching the maximum depth, we include

this energy as a “sparkle”. The maximum ray depth nb varies for the different

geometry complexity of the luminaire models. If the view ray reaches the max-

imum depth while still remaining within the luminaire, we simply query the

precomputed low-frequency radiance volume at the last ray’s intersection point

and incident direction to compute the “glow” effect, terminating the path. When
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Function LuminaireRendering(Intersection Record p)
if p is on the luminaire geometry then

Start to trace ray within the luminaire geometry;
while The number of bounces ≤ nb do

if l hits the emitter then
Return the energy Le from emitter;

end
if l exits the luminiaire then

Compute new intersection record p′ with scenes;
LuminaireRendering(p′);

end
end
Compute the “glow” L� using radiance volume;
Return L� ;

else
At p, the reflected radiance Lr = 0;
for each generated APL do

Query the incident radiance Li from current APL;
Modulate Li by visibility and BRDF at p;
Lr = Lr + Li ;

end
Return Lr ;

end

Figure 4.6: Pseudocode of the rendering routine.

the eye ray exits the luminaire before nb bounces it simply gathers the incident

radiance from all relevant sources.

The challenge is to define the reflected radiance, Lr due to the luminaire it-

self while not including environmental reflectance. The algorithm in Figure 4.6

shows a simple variation on a traditional path tracer which illustrates the entire

routine to render both the illumination and appearance of a luminaire. When

an intersection record p between the eye ray and the scenes is computed, the

routine first checks whether p is located on the luminaire or not. If p is on the

luminaire, we apply our previously explained method for combining both the

high and low frequency components of the luminaire appearance (limited-depth
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ray tracing followed by a radiance volume query upon exceeding the maximum

number of bounces nb .) Otherwise, the reflected radiance Lr at p is computed

by gathering all the incident radiance from the precomputed set of APLs. Note

that this algorithm only shows the simple illumination rendering routine that

iterates over all the APLs without using an adaptive method such as a hierarchy.

4.6 Implementation Details

There are several parameters and design choices possible for implementing our

method, all of which constitute different trade-offs between quality and both

computational and memory costs. The main ones are the number of particles to

use, the format of the APLs, and the configuration of the radiance volume grid.

The number of initial particles, on which we run agglomerative clustering to

seed the clusters, is one million; overall, we use one billion particles to generate

both the APLs and the radiance volume. We chose this approach due to perfor-

mance considerations: even though the version of agglomerative clustering we

use performs better than O(n2) with respect to the number of seed particles [57],

clustering costs do have a considerable increase from the few seconds it takes to

cluster up to one million particles. Actually, our tests showed no difference in

quality when using more than 250 000 seed particles to determine the cluster’s

centroids. Furthermore, we found than when using more than one million parti-

cles numerical precision becomes an issue. Since agglomerative clustering starts

by placing each seed particle into its own cluster, they can be so close that their

initial clusters already intersect before the merging process has even started.
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While it is possible to use more sophisticated density estimation techniques

for deriving the directional radiance distribution of an APL from the particles as-

sociated with its cluster, we use the simple bin-accumulation approach because

it proved to be very efficient. It is easy to parallelize using a mostly lock-free im-

plementation and allows iterative refinement of the APLs. This simply requires

projecting and accumulating new particles into the existing bitmaps of the APLs,

improving their quality with each additional pass.

By default, we generate 512 APLs per luminaire. As we will demonstrate

later in Sections 5.2 and 5.3, we found that 512 APLs provide accurate illumi-

nation for both the near- and far-field. The directional radiance distribution for

each APL is stored as a 2D texture map of 256 × 512 resolution using the con-

centric mapping projection [45]. The pixels store RGB values in Float16 format

(half-precision, IEEE 754-2008 binary16, see [61, Table 3.5].) We use the concen-

tric mapping projection because, unlike more commonly used options such as

latitude/longitude or cube maps, it is an area-preserving projection; each pixel

covers the same solid angle, thereby conversions between the projected-image

and spherical measures only need a single scaling constant. The 1:2 aspect ra-

tio reduces the maximum anisotropy of the projection when covering the whole

sphere [48]. Figure 4.7 illustrates the different distortions incurred when map-

ping a spherical function to a 2D domain, using both the cube map and con-

centric mapping projections. Even though the cube map distorts the original

domain less that the concentric mapping projection, its uneven solid angle cov-

erage and its inability to map the entire sphere on a single image made it less

convenient for our software-base implementation.
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CHAPTER 5

RESULTS AND EVALUATIONS

In this chapter, we present results to evaluate the accuracy and performance

of our method for the following seven complex luminaires, based the real-world

models shown in Figure 5.1:

• Troffer: An overhead office light, with three fluorescent ballasts and a grid

refractor; exported from Autodesk Revit 2012.

• P.H. Artichoke: A single spherical light source surrounded by metallic

leafs. Based on a design by Poul Henningsen.

• Vita Silvia: A single spherical light source surrounded by 60 translucent

leafs, in an arrangement reminiscent of the P.H. Artichoke.

• Statler: Twelve light sources arranged in two concentric circles, embedded

within 117 glass shades. Based on the chandeliers at the Statler Hotel.

• Met Sputnik: 22 light sources suspended between glass pendants. Based

on the design by Hans Harald Rath for J. & L. Lobmeyr at the New York

Metropolitan Opera foyer.

• V&A Chandelier: Glass chandelier with 18 light sources, based on a model

at the Victoria and Albert Museum, London.

• Chihuly: Blown glass chandelier with three spherical and two cylindrical

light sources, based on the 2001 chandelier by Seattle artist Dale Chihuly

at the Victoria and Albert Museum rotunda.

Even though these seven luminaires are not representative of general light

sources, we chose them for several reasons. All but the Troffer office light source
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Troffer1 P.H. Artichoke2 Vita Silvia3

Statler4 Met Sputnik5

V&A Chandelier6 Chihuly7

Figure 5.1: Real-world luminaires’ photographs.
1Ameleco Electric Inc. “Troffer fixture 2x4 432K.” Ameleco Web Store. 11 December 2010.
2Stardust. “PH Artichoke Lamp.” Modern Design. 23 February 2010.
3Vita Living ApS. “Silvia.” Vita Media Kit. May 2014.
4E. Velázquez-Armendáriz. “Chandelier by ballroom foyer, Statler Hotel.” 20 December 2010.
5J. & L. Lobmeyr. “Met Foyer Chandelier.” Lobmeyr: The Magic of Sensuality. 13 May 2013.
6Victoria and Albert Museum, London. “Chandelier C.1-1936”. V&A Collections. March 2003.
7E. Velázquez-Armendáriz. “Dale Chihuly chandelier at the V&A rotunda.” 8 May 2010.
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have significant geometric and material complexity. The convex hulls of the light

sources represent a wide variety of shapes and sizes thus proving the generality

of our algorithms. Only the Troffer, P.H. Artichoke and Vita Silvia luminaires

may be closely covered by a recognizable shape (i.e., a bounding box or sphere.)

Most importantly, many have been designed to generate attractive illumination

patterns, and for a simulation to be valid, it should be able to duplicate this near-

field illumination phenomena in addition to the luminaire’s appearance. As will

be shown in this chapter, in addition to reducing the computational time, our

algorithms generate results which meet these criteria.

The actual emitters of these luminaires are modeled as small spherical area

light sources with diffuse emission. The glass components are modeled as 3D

solids with with a microfacet-based BSDF [56] to simulate slightly roughened

glass, which we found to be essential for faithfully reproducing the characteristic

“glow” seen in the real luminaires.

Our implementation is written in C++ and built on top of the Mitsuba ren-

dering framework [21]. The timings were measured on a PC equipped with a

4-core, 8-thread Intel i7-4771 Haswell CPU, running Windows 8.1 64-bit. All the

reference images are generated using bidirectional path tracing (BDPT.)

5.1 Qualitative Evaluation of Appearance

To evaluate the quality of our luminaire appearance rendering, Figure 5.2 shows

renderings of three challenging luminaires comparing our method to reference

images generated using BDPT. Due to the luminaires’ computationally difficult
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optical properties, the reference images require a long time to converge and the

Statler luminaire images shows significant noise even after nearly 60 hours of

computation. As shown in Figure 3.2 other potential reference algorithms ex-

hibit similar noise problems. In contrast our method produces visually good

results with orders of magnitude faster render times, specifically 6 to 12 min-

utes for these images. More details on the acceleration speed-ups and memory

requirements are presented in Section 5.4.

There are small differences between our results and the reference images,

mostly due to the low resolution nature of our radiance volume, but the overall

appearance is perceptually very similar. A canned lightsource result is shown in

Figure 5.2e for comparison. While the render time is faster, the appearance qual-

ity is poor. Light field approaches have trouble representing high frequency fea-

tures and reconstructing an acceptable appearance would require using a much

higher resolution light field with impractically larger storage requirements. Also

because light fields use bounding-surface proxies instead of the actual geome-

try, they do not provide any natural way to integrate scene-dependent aspects of

appearance such as those due to transparency or reflections (e.g., causing black

region in Figure 1.2c.)

As discussed in Section 4.5, our method combines depth-limited ray tracing

to handle “sparkles” combined with a low resolution radiance volume to fill in

the perceptually important “glow” aspects of appearance. The ideal depth limit,

nb , is luminaire dependent, but is usually less than 10. The exception is the

Statler luminaire with its dense arrangement of glass shades where we found

setting nb = 16 was necessary to generate high quality “sparkles”. We tune the

50



(a) Reference (59.86 h) (b) Ours with 16 bounces (5.94 min, 605×)

(c) Reference (10 h) (d) Ours with 8 bounces
(11.86 min, 51×)

(e) Canned lightsource
(1 min)

(f) Reference (10.35 h) (g) Ours with 6 bounces (8.11 min, 77×)

Figure 5.2: Luminaire appearance comparison between simulated reference im-
ages and our results for Statler (top), V&A Chandelier (middle), and
Met Sputnik (bottom) luminaires. Timings indicate the computation
time required after completing the precomputation step.
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depth limit manually for each luminaire, but we expect this would be done as

part of the preprocess and included with the luminaire data.

5.2 Qualitative Evaluation of Illumination

Ultimately what we want is to create visually faithful images of scenes lit by

interesting luminaires; thus we need a way to visually evaluate the quality of

the illumination provided by our APLs. For this purpose we rendered each of

our luminaires in an empty 3 m × 3 m × 2 m room. The luminaires are placed

near one wall so that we can observe both near- and far-field effects. Motivated

by Verbeck and Greenberg [54], we enhance these images with iso-contours by

modulating the luminance with a pulse-train function. This generates a series of

black bands that are equally spaced in the logarithm of the luminance. These iso-

contours help to visualize the details of the illumination and judge its accuracy.

Figures 5.3 and 5.4 show the iso-contours for the reference BDPT renderings

and for our results. The iso-contours in our results are closely matched to the ref-

erence for both the near-field and far-field regions which demonstrates that our

method is radiometrically accurate. All iso-contour images are 1248 × 842 and

include illumination from the luminaire but do not include indirect illumination

from the rest of the scene to better isolate illumination quality. To achieve this,

our results use the direct illumination from 512 APLs; the reference renderer

was constrained to only allow paths with at most one non-luminaire vertex.

Figure 5.5 compares illumination using our method and two prior methods to

a reference solution for the V&A Chandelier (Figures 5.5a and 5.5b.) Single point
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(a) Reference (44.45 h) (b) Ours with 512 APLs (3.66 min, 728×)

(c) Reference (190.96 h) (d) Ours with 512 APLs (3.99 min, 2874×)

Figure 5.3: Comparison of the illumination iso-contours for the Artichoke (top)
and Statler (bottom) luminaires. Note that both the near-field and
far-field distributions are close to the reference solution.

far-field methods (Figure 5.5d) are widely used in industry, but produce the least

accurate result here with illumination patterns that are clearly different from the

reference in both near- and far-field regions. In this case, the single point far-

field result was computed using our method but restricted to use only a single

APL. The canned lightsource method (Figure 5.5c), although more visually rea-

sonable, still shows many illumination differences. It also shows visual artifacts

caused by the fact that it stores the illumination on the luminaire bounding box,

and reveals the aliasing which occurs from undersampling despite using eight

times more data than our method. Our method using 512 APLs (Figure 5.5b) is
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(a) Reference (30.76 h) (b) Ours with 512 APLs (3.47 min, 532×)

(c) Reference (55.37 h) (d) Ours with 512 APLs (4.06 min, 818×)

Figure 5.4: Comparison of the illumination iso-contours for the Vita Silvia (top)
and Chihuly (bottom) luminaires. Note that both the near-field and
far-field distributions are close to the reference solution.

the most accurate and closely matches the reference.

In Figure 5.6, we compare our method with the canned lightsource for a very

different kind of luminaire. The shape sorter luminaire consists of a hollow box

with various shapes cut out of it and containing four small spherical emitters

each with a different color. It is not based on a real luminaire, but intended to

test the handling of luminaires that project strong and identifiable directional

patterns. Our result closely matches the reference rendering with only a small

amount of blurring due to the limited resolution of the radiance maps stored

with our APLs. Once again the canned lightsource result (Figure 5.6c) shows
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(a) Reference (52.03 h)

(b) Ours with 512 APLs (3.86 min, 810× speedup)

(c) Canned lightsource with 4278 spatial samples (77.73 min)

(d) Single Far-Field (1.99 min)

Figure 5.5: Illumination rendering comparison for the V&A Chandelier lumi-
naire. Our method (b) produces illumination and contours that
closely match the reference image (a) while the canned lightsource (c)
and the single point far-field (d) methods are much less accurate with
visually obvious illumination errors.
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strong aliasing artifacts even when using eight times more data than our method.

This is because the illumination is stored as a light field located on the lumi-

naire’s bounding box which is far from the actual emitters. Using more samples

in the light field (Figure 5.6d) reduces the aliasing issues but greatly increases

the storage requirements. Aliasing can be reduced by introducing a blur kernel

in the light field reconstruction but this also blurs the features as illustrated in

Figure 5.6e. In general, we find that our method produces higher quality illumi-

nation results than light field based approaches while also requiring much less

data and being easier to evaluate.

Illumination accuracy is also important for correct material rendition. In

Figure 5.7, we compare the effects of different luminaire representations when

lighting an irregular metallic object. In this scene setting, the object is placed

30 cm bellow our 1.219 m × 2.438 m troffer luminaire. Our method (Figure 5.7b)

closely matches the reference rendering (Figure 5.7a) even at such close range.

Note the distinctive bright patterns cast by the troffer’s three ballasts. In com-

parison, the single point far-field produces highlights in the wrong places (Fig-

ure 5.7c), whereas the commonly-used uniform area light source approximation

(Figure 5.7d) yields a flat appearance, which conveys a different material impres-

sion due to the missing highlights.

5.3 Quantitative Evaluation of Illumination

In order to quantify the illumination accuracy provided by the generated APLs,

we conducted a series of experiments inspired by the integrating spheres used
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(a) Reference (b) Ours with 512 APLs

(c) Canned lightsource,
4158 samples

(d) Canned lightsource,
32 540 samples

(e) Canned lightsource,
filtered 32 540 samples

Figure 5.6: Small lights inside the shape sorter cast sharp patterns which our
method can represent with only a slight loss in detail. The canned
lightsource requires an impractical spatial sampling rate to minimize
aliasing artifacts or strong low-pass filters which reduce the detail.
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(a) Reference (b) 512 APLs (c) Single far-field (d) Area light source

Figure 5.7: Effects of illumination accuracy on material rendition. Note that the
highlights on the reference image (a) are closely matched by our
method (b). The single point far-field (c) and uniform area light
source (d) approximations convey a different material impression.

for analyzing actual light fixtures [43]. We computed the irradiance on a se-

ries of virtual measurement spheres centered on the luminaire at various radii,

using either all the particles emitted from the luminaire (as the reference) or our

APLs. Distances are measured relative to the diameter of the luminaire’s bound-

ing sphere, so a distance of 0.5 corresponds to the surface of its bounding sphere,

and a distance of five corresponds to the traditional start of the far-field region.

The error metric we use is the root-mean-square error (RMSE) of the irra-

diance E measured on equal-area patches of the virtual measurement sphere,

relative to the average irradiance across all patches. The formula to compute the

error metric is as follows:

Relative RMSE =

√∑N
i=1 (ERef (i) − EAPL(i))2/N∑N

i=1 ERef (i)/N
(5.1)

where ERef (i) and EAPL(i) represent the irradiance values for surface patch i, com-

puted using all the particles or the APLs respectively, and N is the number of

surface patches. Using a relative error metric makes it easier to compare accu-

racy across different distances and luminaire models.
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(b) Statler

Figure 5.8: Relative RMSE at different distances using incremental numbers of
APLs. As shown in the diagrams for two of the luminaires, we found
that 512 APLs provide sufficiently accurate near-field illumination
(shaded region on the left side of each plot.) Note that using one
APL is equivalent to the single point far-field representation.

Figure 5.8 shows the relative RMSE plots for the Artichoke and Statler lu-

minaires. The horizontal axis represents distance from the luminaire relative to

the diameter of its bounding sphere and the vertical axis is the relative RMSE as

a percentage. They also show how illumination accuracy varies with the num-

ber APLs generated by our clustering algorithm. The results show that the single

point far-field representation (which is equivalent to using one APL) can be a poor

approximation even in the traditional far-field region (i.e., relative distance ≥ 5)

especially for fixtures with strong illumination patterns such as the Artichoke.
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Our method is able to achieve much higher accuracy in both the near- and far-

field regions, and the error generally decreases with the number of APLs. Using

a drastically reduced number of APLs in the presence of detailed spatial varia-

tions introduces aliasing artifacts, causing the quality to be worse than that of

the single point far-field representation (Figure 5.8b.) The illumination using

512 APLs has low relative error even at fairly close distances. Using even more

APLs did not improve accuracy enough to justify the increased costs, and thus

we use 512 APLs for all our results unless otherwise specified. The error plots

do not fully converge to zero due to residual noise from the finite particle data.

5.4 Precomputation Performance

As illustrated in the previous three sections of this chapter, we have been able to

prove that our precomputation methods can generate computer images showing

the plausible appearance of very complex luminaires. More importantly, the

results indicate that the near-field illumination is qualitatively and quantitatively

very similar to the best simulation results possible using the reference, unbiased

bidirectional path tracing method for the seven examples we chose. We also

illustrated an error metric for the irradiance provided by the luminaire. The

approaches and algorithms which we demonstrated provide roughly between

two and three orders of magnitude faster computation times when using any of

the currently existing rendering algorithms. The question arises, “How can these

techniques then be used by manufacturers and illumination engineers and thus

allow real-time experimentation in the selection of lighting fixtures for unbuilt or

re-designed environments?” Although this will be described in the next chapter,
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Table 5.1: Performance data for precomputation (in minutes.)

Luminaire

Phase Troffer Artichoke Silvia Statler Sputnik V&A Chihuly

Particle trace 8.9 34.5 30.2 180.5 23.5 25.0 107.0
APLs gen. 2.5 2.7 2.5 2.6 2.6 2.4 2.9
Radiance vol. 4.2 4.7 4.5 1.3 3.5 2.8 1.7

Total time 15.6 41.9 37.2 184.4 29.6 30.2 111.6

it is worthwhile to discuss the limitations of the precomputation methods as well

as the requirements of their compute environments to justify their usage.

Table 5.1 and Figure 5.9 show the timing of the different steps during precom-

putation. The particle tracing step consumes most of the precomputation time.

Its performance depends on the geometric complexity of the luminaire model

and the number of particles. We traced one billion particles for each luminaire.

We found through our experiments that this amount of particles was sufficient

to achieve high quality illumination; using more particles did now show an in-

crease in quality commensurable to the increased computation time. Our most

geometrically complex luminaire, Statler, with three million triangles, took just

over three hours for particle tracing (geometry intersections dominate the cost.)

When generating the radiance volume, the path formed by each particle is

intersected with the volume grid and projected into the spherical harmonic ba-

sis. Fortunately, due to the low-frequency nature of the “glow” component, a

low-resolution (i.e., 323) volume grid was sufficient even for complex luminaires

such as Statler and the V&A Chandelier. Table 5.2 contains the actual size of the

radiance volume for each of our luminaires, and the average number of voxels to

which a single particle contributes. The latter value is correlated with the com-
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Figure 5.9: Performance data for precomputation.

putation time for the radiance volume from Table 5.1. The precomputed data

depends only on the luminaire configuration and hence is scene independent.

The data needs only to be computed once per luminaire model and can be fur-

ther reused in different scenes or across multiple luminaire instances.

Although there are many options which should be available for the users’ dis-

cretion, we have chosen the use of 512 APLs for illustration through our results.

As seen in Figure 5.8, it is obvious that using 512 APLs or more, as indicated

by the “hockey stick” error graphs for the P.H. Artichoke and Statler examples,

reveal that we can provide accurate, near-field illumination with this amount.

At this level of simulation, the memory requirements are such that they usu-

ally require less than 400 MiB for each luminaire model used at rendering time

(see Table 5.3.) Since most workstations at engineering and design offices now

contain memory far in excess of this, it seems quite reasonable that manufac-

turers could take the responsibility of providing the precomputation results us-
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Table 5.2: Radiance volume properties per luminaire.

Luminaire Volume grid
resolution

Ratio of target
322 voxels

Avg. voxels
per particle

Troffer 84 × 10 × 42 1.077 7.32
P.H. Artichoke 32 × 33 × 32 1.031 10.33
Vita Silvia 33 × 30 × 35 1.057 10.99
Statler 48 × 15 × 48 1.055 2.97
Met Sputnik 37 × 26 × 37 1.086 6.48
V&A Chandelier 25 × 56 × 25 1.068 5.58
Chihuly 23 × 67 × 23 1.082 4.14

ing our methods, just as they do today with the far-field goniometric measured

data. This way when practitioners are evaluating the suitability of a luminaire

for their projects they would be able to download the precomputed data and use

it in their renderings, showing high-quality illumination and appearance of the

luminaires, a process which is unfeasible using current rendering techniques.

The memory consumption of our method for different luminaires is roughly

constant, as shown in Table 5.3. For each APL, our method stores its direc-

tional radiance distribution map as a 256 × 512 Float16 RGB texture map. Thus

loading all the 512 APLs into memory for rendering takes 384 MiB; standard

block texture compression formats could further reduce the memory footprint

to 64 MiB [59]. For a radiance volume with 323 voxels, using 16 spherical har-

monic coefficients (stored in Float32 format), the total memory cost is just 6 MiB.

As discussed in Section 4.6 the actual number of voxels we used depends on the

aspect ratio of the luminaire’s bounding box (see Tables 5.2 and 5.3.) The storage

requirements are low enough to allow multiple luminaire models to be easily

loaded into local memory simultaneously, allowing practitioners the capability
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Table 5.3: Memory requirements for the precomputed data (in MiB.)

Luminaire

Troffer Artichoke Silvia Statler Sputnik V&A Chihuly

512 APLs 384.000
Radiance vol. 6.460 6.188 6.345 6.328 6.517 6.409 6.490

to simulate scenes with many complex luminaires not only in final renderings

but also during the design phase.

When generating the luminaire appearance, our method currently requires

one to manually choose the maximum number of bounces nb in order to separate

“sparkles” and “glow” for each luminaire. An automated way to determine this

parameter or a more adaptive way to separate “sparkle” and “glow” ray paths

is left as future work. Figure 5.10 further illustrates limitations of our method

for rendering the luminaire appearance, using the Vita Silvia fixture as an ex-

ample. Using the baseline radiance volume, containing 33 × 30 × 35 voxels (Fig-

ure 5.10b), our method cannot faithfully resolve high-frequency features such

as the edges of each shade. Increasing the volume resolution to 131 × 118 × 137

(i.e., slightly over 61 times more data) generates a substantially improved result

(Figure 5.10c) while maintaining the same rendering time. However, due to the

extremely small number of bounces used in this luminaire (nb = 2), the struc-

ture of the volume grid is still apparent in spite of its higher resolution and is

the cause of the banding artifacts seen of the front shades. This issue does not

affect other luminaires which query the radiance volume after larger numbers

of bounces.

As we have mentioned before, most of our results use 512 APLs for each lu-
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(a) Reference (6.7 h) (b) Ours with 2 bounces
1× appearance data

(2.4 min, 169× speedup)

(c) Ours with 2 bounces
61× appearance data

(2.4 min, 169× speedup)

Figure 5.10: Limitations of the appearance rendering method. Using the Vita
Silvia luminaire as an example (a), the low-resolution radiance vol-
ume cannot resolve high-frequency details such as the contours of
occluded shades (b). Using a higher-resolution, more data-intensive
radiance volume generates a better result, however due to the small
number of bounces the underlying grid structure is still apparent (c).

minaire for the illumination, regardless of the viewing distance or the distance

between luminaire and scene points. While this accurately reproduces the illu-

mination across all our tests, as we will discuss in Chapter 6, in many cases an

APL-based light hierarchy with much a smaller number of APLs would have

been sufficient.
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CHAPTER 6

EXTENSIONS AND APPLICATIONS

After having established the accuracy and visual quality of our method for

representing the illumination and appearance of luminaires, in this chapter we

show how to build upon those foundations and improve the efficiency and ap-

plicability of our method. The straightforward strategy we present in Section 6.1

provides a way to reduce the computational cost associated with using our APLs

to simulate the luminaire’s illumination while preserving its quality. Afterward

we demonstrate how to incorporate our techniques into unmodified existing ren-

dering systems, thereby decoupling the complexity of light transport within a lu-

minaire from the rest of the scene. This enables users to render complex scenes

with full global illumination being lit by luminaires far more complicated than

was previously feasible.

6.1 Hierarchical APL Selection

The error measurements in Figure 5.8 demonstrate it is not always necessary to

use numerous APLs to achieve good illumination accuracy. The “point light” na-

ture of the APLs makes them ideally suited for scalable many lights algorithms

[7]. It is also straightforward to generate an APL hierarchy to reduce rendering

costs. As a proof of concept, we created a simple five level hierarchy, each con-

taining 1, 8, 64, 256 and 512 APLs, which corresponds to a specific level of the

binary tree generated by the clustering step. To select a level during rendering

we use a simple metric based on the relative distance from the gathering point

to the luminaire’s bounding sphere (see Figure 6.1.)
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1×d
1.14×d

Figure 6.1: Relative distance d used in Equation 6.1. The value of d is the distance
from the gathering point to the center of the luminaire’s bounding
sphere expressed as a ratio of said sphere’s diameter.

The heuristic is based on linear regression for achieving a 4 % relative error

for the illumination from the Artichoke luminaire1 (Figure 5.8a) and returns the

desired number of APLs, f (d), for a given relative distance d:

f (d) = 630.31 exp(−0.333 d) (6.1)

For better computational efficiency we use a (2, 3) rational polynomial approxi-

mation to Equation 6.1, calculated via the Remez method as implemented by the

Mathematica software package in the MiniMaxApproximation function [60]:

f ′(d) =



104741.36 + d (−8309.86309 + 172.5216419 d)
155.5587609 + d (55.55720 + d (0.20698246 + d)) if d ≤ 20

1 if d > 20
(6.2)

Note that during rendering each gathering point randomly chooses between

the two APL levels closest to one requested by the heuristic and then evaluates

the contribution of all its APLs. Such a process is analogous to separating the

1We used the error plot for the P.H. Artichoke luminaire as the basis for deriving the heuristic
because it is the exemplar with the largest error ratios among our examples. We found through
testing that targeting a 4 % error for the illumination due to each level of the hierarchy did not
produce visible error artifacts while yielding considerable performance improvements.
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evaluation of a trilinear texture query by evaluating only a single MIPMAP level

at each pixel sample. This randomized approach is simply a naïve version of the

sophisticated Lightcuts method [55], where the expected value of the number of

APLs to evaluate (i.e., the “cut size” metric from Lightcuts) matches the recom-

mendation from the heuristic. Results in Figure 6.2 show that the illumination

using this simple hierarchy and the heuristic function provide considerably bet-

ter performance while preserving the image quality.

One limitation of this strategy is the quality of the shadows. The metric as-

sumes that all the light from the APLs in the hierarchy reaches the gathering

point. When the luminaire is partially blocked by occluders, the chosen number

of APLs might not be enough to adequately approximate the penumbra region.

6.2 Integration with Global Illumination Methods

Predictive rendering software is a particularly complex class of software. By pro-

viding implementations of the formal abstractions used by a rendering system it

is possible to enhance it with new capabilities a posteriori without requiring any

changes to its core components. As a proof of concept we extended the Mitsuba

rendering system [21] by incorporating our APLs as new class of light emitters.

In addition to implementing the direct light query (i.e., the radiance emitted

by an APL at a given direction, as used by the results in Section 5.2) we also

implemented importance sampling (i.e., selection of an outgoing direction with

a probability density which approximates the APL’s directional power distri-

bution) and it dual, evaluation of the directional sampling density (i.e., given an
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(a) Baseline: all 512 APLs per luminaire

(b) Hierarchical APL selection, 9× speedup

 

 

5%

10%

15%

20%

(c) Percentage of baseline APLs used per pixel

Figure 6.2: Dynamically choosing the APL set to query during rendering allows
considerably better performance while preserving the image quality.
On this atrium lit by five instances of the Sputnik luminaire each pixel
chooses among sets of 1, 8, 64, 256 and 512 APLs based on a simple
distance-based heuristic.
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outgoing direction, finding the probability which with the importance sampling

routine would have chosen said direction.) We used the simple and efficient

method by Pharr and Humphreys [40] for implementing these two functions.

Importance sampling is a crucial component of all Monte Carlo-based algo-

rithms and enables faster convergence rates. It is used extensively by path tracing

and particle shooting-based methods such as photon mapping and many-lights

techniques. Evaluation of the directional sampling density enables a wider va-

riety of methods such as bidirectional path tracing and Metropolis. Figure 6.3

shows the quality improvements due to importance sampling with respect to

uniform sampling (i.e., choosing any emission direction on the sphere with the

same probability) using equal computation time.

Moreover, since our APLs are true point sources, they can be used for real-

time pre-visualization. In our proof of concept implementation, an OpenGL

fragment shader enables to visualize the illumination from our APLs in Mit-

suba’s unmodified interactive live preview (see Figure 6.4.)

Mitsuba’s interactive live preview uses a straightforward implementation of

instant radiosity [24]. It converts direct lights and indirect illumination into a set

of Virtual Point Lights (VPLs) and then it leverages graphics hardware to accu-

mulate the contribution of each VPL into the framebuffer. Since our APLs are

already point sources they do not need further processing by instant radiosity.

By converting the illumination due to complex luminaires into direct point lights

our method enables much higher quality renderings using many-light methods

at the same cost as the low-fidelity traditional impostors, all while featuring ef-

fects such as caustics which are unsupported by standard VPL approaches.
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(a) Uniform sampling

(b) Importance sampling

Figure 6.3: Section of the Statler Foyer scene (Figure 3.1) illuminated by our APLs
and excluding the luminaire appearance, rendered with using 64
samples per pixel. Uniform sampling (a) produces a result with very
high variance; importance sampling (b) is a substantial improvement.

Combined with our method for rendering the luminaire appearance, com-

plex scenes with full global illumination can be faithfully rendered as demon-

strated in Figures 6.5, 6.6, and 6.7. In these scenes, rendered with bidirectional

path tracing, most of the computation time is devoted to solving the light trans-

port within the scene. By decoupling the illumination complexity from the rest

of the environment, rendering this class of scenes with full global illumination

when using a given number of our APLs has roughly the same computational

cost as using the same number of omnidirectional point light sources.
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(a) Troffer — direct only (4 s) (b) Troffer — direct and indirect (20 s)

(c) Artichoke — direct only (4 s) (d) Artichoke — direct and indirect (20 s)

(e) V&A — direct only (4 s) (f) V&A — direct and indirect (20 s)

Figure 6.4: Kitchen scene rendered with the instant radiosity method from Mit-
suba’s interactive live preview. The sole source of illumination are the
512 APLs corresponding to each luminaire. The luminaire’s appear-
ance is excluded since these images come from the real-time preview.
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(a) Our method — Troffer

(b) Our method — P.H. Artichoke

Figure 6.5: A luminaire can have a substantial effect on the appearance of an in-
terior. Each image shows the same kitchen rendered with a single lu-
minaire as the only light source using our method, including global
illumination. Notice how the shadows cast by the stools and the high-
lights on the left cabinet mirror the structure of each luminaire.
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(a) Our method — V&A Chandelier, wide angle view

(b) Our method — V&A Chandelier (c) Detail

Figure 6.6: Rendering of the chancel at the Basilica of San Vitale (Ravenna,
Italy) solely illuminated by the V&A Chandelier luminaire using our
method, including global illumination. The detail image (c) shows
a cropped section of the full view using different tone mapping pa-
rameters to better appreciate the appearance of the luminaire.
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Figure 6.7: Rendering of the Solomon R. Guggenheim Museum rotunda in New
York City, solely illuminated by the Chihuly luminaire using our
method, including global illumination.
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6.3 Applicability to Lighting Design Workflows

Furthermore, our luminaire rendering method can be applied for interior light-

ing design. As shown in Figure 6.5, with our method, high-quality interior light-

ing can be quickly simulated and changed so as to identify the best lighting

conditions to achieve a seamless combination of functionality and style. Since

the data structures used by our method (APLs and radiance volume) are gener-

ated only once for each luminaire model, they could be provided directly by the

manufacturers. This way practitioners could download these structures from

the manufacture’s website as they do with the single point far-field data today.

Modern Building Information Modeling (BIM) systems, such as Autodesk

Revit, feature a deep integration with the product catalogs of luminaire manu-

facturers. They provide not only single point far-field data, but also the geometry

of the luminaire. They allow users to simply drag-and-drop a luminaire selected

from a catalog into an adequate location for placement such as walls or ceilings.

However during rendering these representations can neither generate a faithful

representation of the luminaire nor accurate illumination in both the near- and

far-fields. Figure 6.8 shows an example of the suboptimal results obtained by

directly using data provided by manufacturer to BIM systems.

Since simulating the full light transport within a luminaire using existing

techniques is prohibitively expensive, the renderers used by BIM packages ig-

nore the geometry of the luminaire (i.e., shadow rays from other elements of

the scene do not intersect the luminaire’s geometry.) Thus the illumination from

a luminaire comes exclusively from limited sources such as measured far-field
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(a) Photograph of the luminaires from the marketing brochure.2

(b) Rendering using data as provided by
the manufacturer.3

(c) Rendering after manual modifications
to the luminaires.4

Figure 6.8: State-of-the-art of luminaire in rendering within BIM systems using
the typical data provided by manufacturers: single point far-field
data and luminaire geometry using simplistic material models.

2Dave Baldacchino. “Manufacturer Content — Lighting”. Do U Revit?. March 23 2014.
3Ibid.
4Ibid.
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data, possibly distributed over a limited aperture to get soft-shadows, or impos-

tors such as a few omnidirectional point lights. By ignoring the interaction of

light with the luminaire itself, these representations fail to represent the lumi-

naire’s appearance (Figure 6.8b.) Users have then to manually modify the man-

ufacturer’s data to improve the quality of the images as to make them suitable

for presentations with clients (Figure 6.8c.) Such modifications require expert

knowledge, and not only yield compromised representations of the luminaire’s

appearance, but also by altering the luminaire’s definition users inadvertently al-

ter their illumination characteristics. The resulting illumination is less accurate

than that provided originally by the single point far-field data.

By incorporating our data structures into the data accessible to BIM soft-

ware, users would be able to get the accurate illumination and plausible appear-

ance provided by our method without any modifications to their existing design

work-flow. Using our precomputed data would allow them to get presentation-

quality results without required cumbersome manual modifications. The mem-

ory requirements for each luminaire using our method (less than 400 MiB in

uncompressed form as we discussed in Section 5.4) are not burdensome for to-

day’s workstations: 16 GiB of main system memory are handily available even

on portable computers. Manufactures would run the precomputation (which in

our examples took a median of 37.2 min) in tandem with the luminaire design

process and integrate the data into the digital catalogs available to the end users,

enabling more accurate, higher quality results than those possible nowadays.
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CHAPTER 7

CONCLUSIONS

In this dissertation we present a precomputation-based method for efficiently

rendering both the illumination and appearance of complex luminaires. Such

luminaires had previously been absent from renderings because they are im-

practical to simulate even when using state-of-the-art algorithms. To deal with

the complex illumination, in the precomputation stage we store the illumination

leaving the luminaire by simulating the light transport within and then apply

a novel clustering strategy to transform the illumination into a set of APLs that

is fast to evaluate. More importantly, these precomputed APLs accurately re-

produce both near- and far-field illumination of the luminaire, which previous

approaches failed to address. To handle the appearance of luminaires we also

construct a low-resolution radiance volume during the precomputation stage

to record the low-frequency “glow.” At render time this radiance volume, to-

gether with a limited-bounce ray tracing strategy which fills in high frequency,

view-dependent “sparkles”, plausibly reproduces the characteristic appearance

of complex luminaires such as chandeliers. Our technique renders accurate illu-

mination and plausible appearance even with extremely complicated luminaires

at orders of magnitude faster speed than state-of-the-art global illumination al-

gorithms. Our new method vastly reduces storage costs compared with existing

precomputation-based approaches.

Since our precomputation data only needs to be generated once per luminaire

model and may be reused afterward, generating the APLs set and the corre-

sponding radiance volume could become part of the luminaire design pipeline
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such that manufacturers can provide these structures just like they do for sin-

gle point far-field data today. This way practitioners would be encouraged to

incorporate more realistic, intricate light sources in their earlier design phase,

a prospect which becomes feasible because of the way our method decouples

lighting intricacies from geometric and materials complexity.

80



APPENDIX A

SUPPLEMENTAL ILLUMINATION RESULTS

In this appendix we present additional results for the qualitative evaluation

of illumination to those presented in Section 5.2. We rendered each of our lumi-

naires inside an empty 3 m × 3 m × 2 m room, placing them 10 cm away from the

right wall to observe both near- and far-field effects. The luminaires are scaled

so that, in average, their longest dimension is 50 cm long.

Each figure shows three renderings of the direct illumination incident on the

scene: a reference using bidirectional path tracing (restricted to only allow paths

with at most one non-luminaire vertex), illumination from 512 APLs and the il-

lumination from only one APL (which is equivalent to the single point far-field

representation.) The latter two also show the luminaire’s appearance as ren-

dered by our method (see Section 4.5.) For each configuration we show the true-

color rendering, tone mapped using a global operator, and an enhanced version

with overlaying iso-contours equally spaced in the logarithm of the luminance.

These iso-contours help to visualize the details and accuracy of the illumination

by directly reflecting the luminance distribution on the receiving surfaces.

Note that the iso-contours in our results using 512 APLs closely match those

on the reference solution for both the near- and far-field regions, indicating that

our method produces a radiometrically accurate solution. The single point far-

field representation yields visually obvious illumination errors. The timings

shown indicate the computation time required after the precomputation step

has been completed.
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Table A.1: Rendering time, direct illumination on 3 m × 3 m × 2 m room

512 APLs 1 APL

Luminaire Reference Time Speedup Time Speedup
(h) (min) (min)

Troffer 36.41 3.51 622.9× 1.88 1162.7×
P.H. Artichoke 44.45 3.66 727.7× 1.93 1379.5×
Vita Silvia 30.76 3.47 531.6× 1.97 937.0×
Statler 190.96 3.99 2873.5× 2.32 4934.2×
Met Sputnik 47.97 3.83 751.3× 1.93 1491.6×
V&A Chandelier 52.03 3.86 809.6× 1.99 1565.1×
Chihuly 55.37 4.06 817.7× 2.07 1606.1×
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(a) Reference (36.41 h)

(b) Ours with 512 APLs (3.51 min, 622.9× speedup)

(c) Ours with one APL (1.88 min, 1162.7× speedup)

Figure A.1: Illumination patterns for the Troffer luminaire.
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(a) Reference (44.45 h)

(b) Ours with 512 APLs (3.66 min, 727.7× speedup)

(c) Ours with one APL (1.93 min, 1379.5× speedup)

Figure A.2: Illumination patterns for the P.H. Artichoke luminaire.

84



(a) Reference (30.76 h)

(b) Ours with 512 APLs (3.47 min, 531.6× speedup)

(c) Ours with one APL (1.97 min, 937.0× speedup)

Figure A.3: Illumination patterns for the Vita Silvia luminaire.
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(a) Reference (190.96 h)

(b) Ours with 512 APLs (3.99 min, 2873.5× speedup)

(c) Ours with one APL (2.32 min, 4934.2× speedup)

Figure A.4: Illumination patterns for the Statler luminaire.
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(a) Reference (47.97 h)

(b) Ours with 512 APLs (3.83 min, 751.3× speedup)

(c) Ours with one APL (1.93 min, 1491.6× speedup)

Figure A.5: Illumination patterns for the Met Sputnik luminaire.
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(a) Reference (52.03 h)

(b) Ours with 512 APLs (3.86 min, 809.6× speedup)

(c) Ours with one APL (1.99 min, 1565.1× speedup)

Figure A.6: Illumination patterns for the V&A Chandelier luminaire.
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(a) Reference (55.37 h)

(b) Ours with 512 APLs (4.06 min, 817.7× speedup)

(c) Ours with one APL (2.07 min, 1606.1× speedup)

Figure A.7: Illumination patterns for the Chihuly luminaire.
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Figure A.8: Relative RMSE at different distances using incremental numbers of
APLs. As shown in the diagrams for all of our luminaires, we found
that 512 APLs provide sufficiently accurate near-field illumination
(shaded region on the left side of each plot.)
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(c) Vita Silvia
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(d) Statler
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Figure A.8 (Continued)
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(e) Met Sputnik
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(f) V&A Chandelier
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APPENDIX B

SUPPLEMENTAL APPEARANCE RESULTS

This appendix contains larger versions of the images found in Figure 5.2,

which compare our method for rendering visually plausible versions of the lu-

minaires appearance, based on limited-depth path tracing and our precomputed

radiance volume structure (see Section 4.5), to reference renderings using bidi-

rectional path tracing.

In these enlarged images it is easier to appreciate that, in spite of taking al-

most two orders magnitude more time to render, the reference images are not

fully converged yet, exhibiting visible noise artifacts. The timings shown in-

dicate the computation time required after the precomputation step has been

completed.
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Table B.1: Rendering time, luminaire appearance

Luminaire Reference/h Our method

Time/min Speedup Bounces

Troffer 1.13 0.48 141.25× 5
P.H. Artichoke 5.65 13.48 25.15× 5
Vita Silvia 6.69 2.38 168.66× 2
Statler 59.86 5.94 604.64× 16
Met Sputnik 10.35 8.11 76.57× 6
V&A Chandelier 10.00 11.86 50.59× 8
Chihuly 42.83 5.93 433.34× 8
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(a) Reference (1.13 h)

(b) Ours with 5 bounces (0.48 min, 141.25× speedup)

Figure B.1: Appearance comparison for the Troffer luminaire
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(a) Reference (5.65 h)

(b) Ours with 2 bounces (13.48 min, 25.15× speedup)

Figure B.2: Appearance comparison for the Artichoke luminaire
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(a) Reference (6.69 h)

(b) Ours with 2 bounces (2.38 min, 168.66× speedup)

Figure B.3: Appearance comparison for the Vita Silvia luminaire
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(a) Reference (59.86 h)

(b) Ours with 16 bounces (5.94 min, 604.64× speedup)

Figure B.4: Appearance comparison for the Statler luminaire
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(a) Reference (10.35 h)

(b) Ours with 6 bounces (8.11 min, 76.57× speedup)

Figure B.5: Appearance comparison for the Met Sputnik luminaire
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(a) Reference (10 h) (b) Ours with 8 bounces
(11.86 min, 50.59× speedup)

Figure B.6: Appearance comparison for the V&A Chandelier luminaire
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(a) Reference (42.83 h) (b) Ours with 8 bounces
(5.93 min, 433.34× speedup)

Figure B.7: Appearance comparison for the Chihuly luminaire
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