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The mechanism of charge generation and charge trapping are a topic of intense research in

many third-generation solar cell materials, such as thin films of organic small-molecules, or-

ganic polymers, and nanocrystal quantum dots. We present novel Electric Force Microscopy

(EFM) techniques that are able to: (1) determine the chemical identity of charged trap species

in polycrystalline pentacene, (2) correlate surface photopotential to the absorption of donor and

acceptor materials, (3) detect electron trapping in bulk heterojunction polymer solar cells, (4)

calculate exciplex density and charge trapping rates in hexabenzocoronene(HBC)-fullerene(C60)

bilayer devices, and (5) confirm that charge generation occurs in the bulk of nanocrystal quantum

dot thin films. In pentacene, the direct absorption of stable cations lead to the release of trapped

charge. By varying the wavelength of illuminated light, we obtain the trap-clearing action spec-

trum, from which chemical information of the cation is determined. In addition to the work on

pentacene, we report on the first image of photovoltage spectra in bulk heterojunction polymer

solar cells, and find that charge trapping from donor-acceptor mixing creates an electric field that

opposes geminate-pair splitting. Additionally, we measure fluctuations in the contact potential

to provide quantitative information on the vacant trap density. In bilayer films of HBC-C60,

we model the vertical distribution of photogenerated charges to determine exciplex density. We

further note enhanced degradation in the active material in the absence of an electron-accepting

fullerene. Lastly, we demonstrate the generation of free charge in the bulk of highly-coupled

lead-salt nanocrystal solar cells in the absence of a chemical gradient or applied electric field.
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CHAPTER 1

INTRODUCTION

We will motivate our work by discussing the need for low-cost solar cell materials, specifically

organic and nanocrystal photovoltaics. Then, we will discuss a brief history of research done

on these materials. And lastly, we will cover three sections providing a background of related

research the material studied in each chapter section: degradation from charge trapping in small

molecule solar cells, metrology of heterojunction solar cells, and charge generation in nanocrystal

solar cells.

1.1 The Case for Low-Cost Solar Cell Materials

In light of the growing demands on energy production, as well as the drive for sustainability, the

solar energy industry is likely to be one of the largest growing sectors in the following decades.

The amount of solar energy generated in the United States in 2011 is expected to double from

2010 [1]. Despite this growth, solar energy remains a small fraction of the energy production at

0.2%. Global energy use is expected to double to 25-30 TW by 2050. The need for marketable,

low-emission energy sources has spurred great interest in creating sustainable alternatives to

fossil fuels. The limiting factor in reaching market saturation for photovoltaics is the prohibitive

lifetime cost per watt generated for solar cell technology. Current U.S. averaged levelized energy

costs, the cost per Watt charged in order to cover total costs, are drastically larger for solar

energy than most other forms of energy generation. The projected levelized cost for plants

entering service in 2016 for solar photovoltaic power is 210.7 dollars per megaWatt hour, while

conventional coal is 94.8 dollars per megaWatt hour [1]. In order to have solar more appealing

to the market, there is a great demand for low-cost solar cell materials.

Material and processing costs, a part of capital cost, are related to the technology imple-

mented. Silicon solar cells require large processing costs to make large area photovoltaics (PVs),
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as the silicon needs to be purified and evaporated. In addition to processing costs with silicon,

there is also a competition for supply of silicon wafers between the PV industry and rest of the

semiconductor industry. Solar cells made from transition metals and metalloids, such as cad-

mium telluride or indium-gallium-arsenide also suffer from poor supply, considering the amount

necessary to saturate the global market. These materials are also toxic, and have costs associated

with disposal of the hazardous material.

In addition to material and processing costs, there are also costs associated with the us-

age of land. For niche applications, such as portable power generation and building-integrated

photovoltaics, a minimal usage of land is required. These applications require special materials

properties, such as mechanical flexibility or infrared absorption. Neither of these properties are

obviously available from silicon nor metallic/metalloid photovoltaics.

Low-cost photovoltaic materials such as the ones covered in this thesis offer a pathway to

reduced levelized cost in solar cells. Unlike materials used in conventional photovoltaics, these

materials are cheap to process and are naturally abundant. In addition, these low cost materials

are mechanically flexible and have tunable bandgaps. However, these low-cost materials are

also less efficient and have shorter operable lifetimes. Some of these materials, such as organic

materials used in Konarka’s Power Plastic, are already in the market for use in niche applications.

In order to use these materials in utility-scale power plants, effort must be placed on increasing

solar cell efficiencies and lifetimes. In order to compete with utilities at .07$/kWh, it is estimated

that the efficiency of organic solar must increase to 15% with lifetimes of 15-20 years [3].

Low-cost organic materials have already shown great progress in efficiency over the last

decade. See Figure 1.1. Organic electronics have gone from 2% efficient in 2001 to 8.1% in

2010. As of 2011, Konarka is the current record holder is at 8.3% cell efficiency. Elsewhere, the

highest efficiency organic solar cells demonstrated to date employ bulk heterojunctions created

in phase-separated blends of conjugated polymers [4–6] or in blends of conjugated polymers and

small molecules [4, 5, 7]. Also presented in this thesis, nanocrystal solar cells are an exciting
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Figure 1.1: NREL best research cell efficiencies.

Best research cell efficiencies for various photovoltaic technologies. Organic and nanocrystal pho-
tovoltaic materials are covered in this thesis, are are shown in the red dotted outline. Reproduced
from NREL report 2011 [2].

new field with efficiencies of between 1.5-3.5%, with record efficiencies of ≈ 5% [8–14]. These

nanocrystals absorb in the infrared, complimenting the conjugated polymers studied here which

absorb in the visible. Organic and nanocrystal devices have been defined as third-generation

solar cells as recently as 2008 [15] by the National Renewable Energy Laboratory, despite not

yet having met the condition, set by Green [16] in 2001, that third-generation cells are defined

by those that exceed the Shockley-Queisser limit.
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1.2 Background - Organic and Nanocrystal Photovoltaics

Single crystal silicon based photovoltaic devices have been in the market for some time, and are

considered the first generation solar cells. These devices suffer from high cost of manufacturing

and require delicate installation. Second generation devices employ polycrystalline semiconductor

thin films. These devices are typically less expensive, but not as efficient, as single crystal silicon

devices. Currently in progress is the development of third generation solar cells, which involve

a number of technologies that can potentially offer high efficiency at a low cost. Among these

devices are organic materials and nanocrystal quantum dots.

Organic electronic materials operate through electron transport between π-orbitals, rather

than through a crystalline lattice [17–19]. There are three types of organic electronic materi-

als: polymers, small molecule, and molecularly-dispersed polymers. Despite poor initial device

performance [20, 21], improvements in chemical purification and synthesis [22, 23] as well as an

understanding of intermolecular interactions [24–26] have improved solar cell efficiencies. Organic

materials have been shown to be good candidates for light-emitting diodes[27–31], large area dis-

plays [17, 27, 32], thin film transistors [17, 27, 31–38], and solar cells[27, 39, 40]. Nanocrystal

quantum devices utilize size, shape and material dependencies to tune band gap and optical

absorption. Like organic electronic materials, nanocrystals have potential benefits to solar cells

[8–11, 41], light-emitting devices [42, 43], photodetectors [44, 45], field effect transistors [46],

lasers [47], thermoelectrics [48], and fluorescent biomarkers [10].

The earliest organic solar cells were made from small-molecule organics sandwiched between

two metal electrodes, and had conversion efficiencies that were rather unexciting (≈ 10−3% to

10−2%) [49–52]. Solar cells made from mercantile dyes in a metal-insulator-semiconductor (MIS)

architecture managed to reach conversion efficiency of 0.7% [51–53]. The first organic cell made

from two organic materials, a phthalocynaine derivative and perylene, was fabricated by Tang

et al., with ≈ 1% conversion efficiency [54].
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The first single layer devices based on polymers came about during the mid 1990’s [55–

58], with conversion efficiencies of less than 0.1%. It was observed that Buckminsterfullerene

(C60) greatly enhanced the performance of these cells, and led to polymer-fullerene bilayer

heterojunction [59–61] and bulk heterojunction devices with C60 and C60 derivatives [62, 63].

In these cases, the p-type polymer (donor) transfers an electron to the n-type C60 (acceptor).

Bulk heterojunction devices made from two polymers took longer to develop, as n-type polymers

are difficult to synthesize [64, 65].

Nanocrystal photovoltaic devices are also seen as potential low-cost, abundant alternatives

to silicon and metallic/metalloid photovoltaics. This technology arose from the field of dye-

sensitized solar cells, with the first nanocrystal quantum dot solar cells made from dye-sensitized

colloidal TiO2 [66]. Solar cells made solely from quantum dot nanocrystals have generated a great

deal of interest for potentially being able to break the Shockley-Queisser limit [67] on efficiency,

as they have been reported to generate hot carriers [68], and multiple-carriers [69]. In addition,

these materials integrate with other materials systems, such as composites with organic polymers

[70, 71], and small molecules [72].

1.3 Degradation from Charge Trapping in Small Molecule Solar Cells

Pentacene has been a archetypal small-molecule organic semiconductor for research because of its

availability and relatively high hole mobility. For comparison, pentacene’s performance is similar

to hydrogenated amorphous silicon [73]. Pentacene and pentacene derivatives have received

attention for use as electron donors [74–78] and acceptors [79] in solar cells. Unfortunately,

pentacene devices degrade rather quickly when operated in air. It is noted that the performance

of pentacene in solar cells decays on the order of hours [75, 80]. Even under encapsulation, the

device lifetime is estimated to be on the order of a few years [81]. This lifetime is well below the

lifetime required to be a competitive solar cell.
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Great effort has been expended on identifying the sources of degradation in this material.

Though it is known from X-ray photoelectron spectroscopy [82] and mass spectroscopy [83] that

pentacene oxidizes, the chemical pathway or end product of oxidation has not been identified.

Furthermore, even though these techniques prove that oxidation is occurring, they do not prove

that oxidation is directly responsible for the loss in solar cell performance. Even if it were shown

that oxidization was responsible for degradation, it would remain unclear whether oxidation is

removing the molecule from transport or somehow causing charges to trap, i.e. to become an

immobile cation.

Charge trapping has been proposed to come from a number of different sources: immobiliza-

tion of charge at grain boundary defects [84, 85] and dielectric interfaces[85–87], formation of

immobile bipolarons [88], molecular sliding [89], stabilization from dipolar fields [90], chemical

reactions in the bulk [91–94] and at defect sites [95, 96]. These trapping mechanisms are illus-

trated in Figure 1.2. For a more detailed exposition of the various forms of charge trapping,

consult the Ph.D. thesis of Michael Jaquith [97]. In transistors, these trapped charges result in

an increased threshold voltage. In solar cells, trapped charge can impair geminate pair splitting

[98], charge transport [99], and charge extraction [100].

The measurement of degradation through characterization of transistor device performance

can give details on trapping energetics [78, 84, 88, 102–114], but it is difficult to derive the exact

nature of trap formation. Many transistor studies indicate a degradation of device performance

following exposure to air, moisture, and/or light [82, 93, 108, 115–119], but whether this degrada-

tion arises from physisorbtion [108, 115, 116, 119] or a chemical reaction [82, 91–93, 117] remains

an open question.

In this thesis, in order to study charge traps in pentacene, electric force microscopy (EFM) is

combined with variable-wavelength light to follow photochemistry at tens-of-molecule sensitivity

and high spatial resolution. Combining light with EFM yields spectroscopic data that can be

used, along with ab initio calculations of optical spectra, to gain new chemical insights into the
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Figure 1.2: Suspected sources of trapping.

In pentacene it is shown that trapping arises from (a) chemical reactions with air and water
to form precursors, which react in the presence of holes to form stable cationic species [101].
Additional suspects of trapping include (b) boundary defects, (c) dielectric interfaces, (d) dipolar
stabilization, and (e) molecular sliding.

mechanisms of charge trapping and charge clearing in organic semiconductors. In collaboration

with the Hennig group, time-dependent density functional theory was used to advance the cur-

rent knowledge of acenes [120–126]. The result of the work in this thesis shows that at least

one significant source of trapping in pentacene is caused by impurities resulting from chemical

reactions with air and moisture. These impurities react with mobile holes to form stable charged

cations. This work gives the chemical identity of the charge trap species, even for a sub-ppm

concentration of charge traps in the thin film. And lastly, it is shown that these charge traps are

responsible for the degradation in performance by the observation of depleted free charge concen-

tration. The technique introduced in this work can be applied to a number of other photovoltaic

materials to spectroscopically measure differences in the internal electronic energy levels of the

molecule on which charge is trapped.
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1.4 Metrology in Heterojunction Solar Cells

Some of the highest efficiency organic solar cells demonstrated to date employ bulk heterojunc-

tions created in phase-separated blends of conjugated polymers [4–6, 64, 127] or in blends of

conjugated polymers and small molecules [4, 5, 7, 62, 128].

In bulk heterojunction cells, materials with different electron affinities (EAs) and ionization

potentials (IPs) are blended so that interfaces spread through most of the material. When light

is absorbed in a material, a bound electron hole-pair, called an exciton, is created. The exciton

is then free to diffuse to an interface, which are plentiful in bulk heterojunction devices. At an

interface, electron affinities and ionization potentials between the materials serve to separate the

exciton into a geminate pair, with one charge located in each of the materials. The geminate pair

is then split by either an external field, thermal energy, or a built-in field. If none of these forces

are strong enough to separate the geminate pair, the charges remain bound in a geminate pair

and eventually recombine. This bound geminate pair is called an exciplex or a charge-transfer

state [129]. The steps in the process of exciton splitting are outlined in Figure 1.3.

While it has been established that optimizing vertical [130] and lateral [131, 132] morphology

of the blend is critical to achieving high efficiency, detailed design rules and ultimate efficiently

limits for organic solar cells are still being debated and researched [4, 5, 67, 100, 133–147]. Vali-

dating solar-cell design principles through independent microscopic measurements of the struc-

ture and function of bulk heterojunction films has been challenging [6, 148]. Raman microscopy

[149–151], fluorescence microscopy [150], electron microscopy [150, 152, 153], and X-ray spectro-

microscopy [154–157] have been used to image the structure of blends and determine the phase

composition. Near-field scanning optical microscopy has been used to image exciton quenching

and thereby charge-carrier generation efficiency [158]. Scanned probe microscopy has enabled

the imaging of device function at submicron resolution [132, 159]. Scanning Kelvin probe mi-

croscopy, for example, has been used to image photovoltage [160–168], time-resolved electric force
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Figure 1.3: Charge generation in heterojunction solar cells.

Widely accepted view of charge generation in heterojunction solar cells. Light creates a bound
electron hole pair called an exciton. The exciton diffuses to an interface, where differences in
electronic energy levels split the exciton in to a geminate bound pair. The geminate bound pair
is split, charges migrate to the electrodes and are collected as current.

microscopy to study charge generation [166, 169], and photoconductive atomic force [145, 170–

179] and near-field scanning photocurrent microscopy [180, 181] to visualize transport networks.

A number of chapters in this thesis outline the development of novel tools in the metrology

of bulk heterojunction solar cells.

In Chapter 4, scanning photovoltage microscopy is introduced and used to show how donor-

acceptor intermixing impacts geminate pair splitting in a bulk heterojunction device. In the

polymer blend PFB:F8BT, a shift in photovoltage under illumination decreases the contact

potential between domains. This decrease serves to reduce the electric field available to split

geminate pairs. In conjunction with the work done in chapter 5, it is learned that electron

trapping in F8BT is responsible for reduced the reduced electric field across donor-acceptor

domain interfaces.
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Figure 1.4: Cantilever over bulk heterojunction solar cell.

Charge motion in bulk heterojunction solar cells induces contact potential fluctuations. These
fluctuations are observed in electric force microscopy as cantilever frequency noise.

In chapter 5, photovoltage fluctuation microscopy is used to determine the product of vacant

trap density and trap-state energy distribution (Figure 1.4). Through a careful series of control

experiments, it is learned that noise in the cantilever frequency is due to fluctuations in the

contact potential. These fluctuations rise under illumination and are found to have a well-defined

dependence on wavelength. In collaboration with the Loring group, we developed a theory that

matches the observed dependence of these fluctuations on wavelength of illumination, tip-sample

voltage, and tip-sample distance. In films of PFB:F8BT, it is determined that noise is due to

trapping/detrapping events, and modeling is used to quantify trap density and trap-state energy

distribution. In other samples, the method can conceivably be used to determine mobility.

In chapter 6, photovoltage response versus active-layer thickness is used to calculate local

exciplex density within a bilayer small molecule organic - fullerene heterojunction device. Hex-

abenzocoronene (HBC) and derivatives fabricated in the by A. Gorodetsky, in collaboration with
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Colin Nuckolls, show promise as air-stable photovoltaic materials. In these samples, photovolt-

age response is modeled as being the sum of contact potential shifts due to exciplexes, trapped

charge, and separated charge. Each of these sources of contact potential shift under illumination

vary differently with HBC layer thickness. By fitting contact potential shift as a function of

device layer thickness, a value for exciplex density is determined.

1.5 Nanocrystal Quantum Dot Solar Cells

Semiconductor nanocrystals can be used as building blocks for a number of applications. The

tunability of the nanocrystal bandgap enables their use in a number of applications including

solar cells [8–12], light-emitting devices (LEDs) [42, 43], photodetectors [44, 45], field effect

transistors [46], lasers [47], thermoelectrics [48], and fluorescent biomarkers [10].

Charge separation in semiconductor nanoparticle systems is usually brought about by cou-

pling between particles with favorable energetics [182], much like donor-acceptor blends that

are discussed in the previous section. A number of semiconductors, such as CdS [183], PbS

[184] , Bi2S3 [184], PbSe [185], CdSe [186], and InP [187] are able absorb visible light and can

operate as sensitizers in other devices. These include metal-semiconductor photovoltaic cells,

polymer-semiconductor hybrid solar cells, and other quantum dot solar cells.

Devices comprised of a single nanocrystal material can also be used in photovoltaics [188].

This is observation is curious, since internal or external electric fields are usually invoked to

explain exciton splitting. Instead, it is propsed that exciton splitting occurs by spatially confining

the exciton to a nanocrystal. If the nanocrystal is smaller than the Bohr radius of the exciton,

and the nanocrystal is highly-coupled to a neighboring nanocrystal, charge transfer can take

place. This process is optimized by controlling nanocrystal size, shape, and interparticle spacing

[185, 188] (Figure 1.5).

11



Figure 1.5: Nanocrystal transport diagram.

Figure reproduced from Choi et al. [185]. Films of strongly coupled nanocrystal quantum dots
from a single material are shown to generate free charge in the absence of a chemical gradient or
externally applied electric field.

The development of single material solar cells has exciting consequences for multijunction

solar cells [189]. In a multijunction cell, several solar cells tuned to different parts of the solar

spectrum are in contact. Since the size and shape of the quantum dot are responsible for optical

and electronic properties, a multijunction cell could now in principle be made from a single active

material. However, issues such as current matching and metallic interlayer need to be optimized

to improve solar cell performance [189].

In the last chapter of this thesis, electric force microscopy is used to confirm that free carriers

are generated in the bulk of lead sulfide nanocrystal quantum dot solar cells fabricated by the

Hanrath group at Cornell [188]. Together with photoluminescent and X-ray studies performed

by the Wise and Hanrath groups, EFM is able to confirm that excitons are split without the

presence of a chemical gradient or external field. In addition, Kelvin probe microscopy is used

to characterize metal interalayers in tandem nanocrystal solar cells [189].
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CHAPTER 2

METHODS

2.1 Electric Force Microscopy

Electric Force Microscopy (EFM) is a technique that is descended from two different technologies.

First, the Kelvin probe, eponymously invented by Lord Kelvin, was used as a tool to measure

work-function differences between metals [190]. Second, the Atomic Force Microscope (AFM)

[191], a scanning probe technique worthy of a Nobel prize, has a plethora of modern uses.

Scanning Kelvin Probe Microscopy (SKPM) and Electric Force Microscopy (EFM) are a family

of techniques for measuring local surface potential and capacitance. The first Scanning Kelvin

Probe Microscope (SKPM) was invented in 1988 [192]. SKPM and EFM utilize a metal coated

cantilever to implement the use of a Kelvin probe at the nano-scale. These techniques differ in

what quantity is measured, wtih SKPM measuring force while EFM measures force-gradient.

Scanning probe techniques have been used to study low-cost materials for some time. EFM

was used to study inorganic materials [192, 193] and nanocrystals [194] in the years following

the development of AFM. Conducting probe AFM was developed to study doped sexithiophene

crystals in 1998[195]. The first surface potential measurements using scanning probe microscopy

on monolayer-thick organic films were performed by Kobayashi et al. in 2001 [196]. Scanning

probe microscopies such as EFM have been applied to low-cost photovoltaic materials to image

surface photovoltage [99, 160–166, 168, 197, 198], charge generation [166, 167, 169], conductivity

[145, 170–178, 199–202], morphology [130], trapping [85, 95, 101, 107, 108, 158, 166, 177, 203–

206], charge injection [161, 207–211], and photocurrent [102, 179–181]. This thesis work presents

the first images of photovoltage spectra, and develops EFM techniques used to chemically identify

charge trap species in polycrystalline pentacene.

This thesis also presents work on fluctuations over bulk heterojunction solar cells due to
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trapping-detrapping processes. Fluctuations give rise to stochastic force gradients and cause

cantilever frequency noise. Charged AFM cantilevers have been used to observe dissipation due

to free and trapped carriers in semiconductors [212–214], and image currents in metals [215–

217]. Magnetic-tipped AFM cantilevers have been used to probe dissipation associated with

domain wall motion in ferromagnets [218, 219], eddy currents in metals [220], and thermomag-

netic fluctuations in submicron magnetic particles[221, 222]. Cantilever frequency noise has been

used to study charge blinking in inorganic semiconductor nanoparticles [194] and generation-

recombination noise in inorganic semiconductor heterojunctions [223].

2.2 EFM Basics

A Kelvin probe operates by detecting the force between two plates of a capacitor [224]. This force

is dependent on the contact potential and capacitance. The contact potential difference between

the probe and the sample is a function of both the chemical potential and the electrostatic

potential differences. Force between the plates is minimized when the contact potential difference

is zero. The capacitance between the probe and the sample governs the magnitude of the observed

force at a fixed contact potential difference.

Despite EFM experiments operating on a much smaller scale than the original Kelvin probe

design, the physics are much the same. A metalized probe is brought in close proximity to a

surface capable of electrical conduction. The interaction between the tip and the surface can be

modeled as a capacitor. The energy stored in the capacitor is then simply half the capacitance

times the potential difference squared.

E =
1

2
C(VT − φC)2 (2.1)

with C equal to the capacitance, VT equal the potential difference is between the applied tip
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potential, and φC equal to the contact potential. The contact potential has two sources: the

chemical potential shift between tip and sample (µ) and the local electrostatic potential (Equation

2.2). The derivation of this result is discussed in Eric Muller’s Thesis[225] and by Silveira et

al. [226]. To measure the forces and force-gradients acting on the cantilever in our experiments,

we make two assumptions. First, that electrical charge equilibrates faster than the cantilever

oscillation rate. Second, that the contact potential is independent of tip-sample separation. For

the cantilever frequencies discussed in this thesis, these assumptions are reasonable.

φC = φ(x)− ∆µ

q
(2.2)

In other words, EFM detects shifts in Fermi level (∆µ/q) as well as static electric fields from

the sample(φ(x)). For studies of trapping in pentacene, the chemical potential difference is small

compared to electrostatic potential, and is often ignored. In EFM studies of solar cells, chemical

potential shifts can be on the same order as electrostatic potential.

Since there is a defined energy for this tip-sample capacitor that is a function of position,

a potential energy gradient arises for changing tip-sample distances. This gradient creates a

force (F) on the cantilever. Because our cantilevers oscillate perpendicular to the sample surface

(defined here as z), the force on the cantilever (derived from the grand canonical free energy)

[225] is:

Fz =
∂E

∂z
(2.3)

The change in the cantilever spring constant resulting from this position-dependent force is:

∆k =
∂Fz
∂z

=
1

2

∂2C

∂z2
(VT +

∆µ

e
− φ(x))2 (2.4)

The frequency (f) of the cantilever is proportional to the square root of the spring constant

(k) divided by the mass (m). When the tip potential matches the contact potential ∆k → 0
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and the frequency and spring constant become the resonant frequency (f0) and resonant spring

constant (k0), respectively.

f =
1

2π

√
k0 + ∆k

m
(2.5)

f0 =
1

2π

√
k0

m
(2.6)

By expanding equation 2.5 in a Taylor series, and taking the first term only, the observed

frequency of the cantilever can be expressed in terms of the capacitance (C), applied tip potential

(VT), chemical potential (∆µ) and the electrostatic potential in the sample (φ(x)) [224, 227].

f(VT ) ' f0 −
f0

4k0

∂2C

∂z2
(VT +

∆µ

e
− φ(x))2 (2.7)

The local potential can be measured by recording frequency as a function of tip voltage. As

predicted by Eq. 2.7, the frequency is parabolic in applied tip voltage, shown in Fig. 2.2. The

width of the parabola depends on the capacitance. The larger the capacitance for a given tip

voltage, the greater the frequency shift. The position of the parabola depends on potential. The

center of the parabola occurs where the tip voltage matches the local electrostatic potential,

corresponding to the case when the capacitor has no potential difference.

The determination of trapped charge density in a bottom-gate transistor from measurements

of contact potential are described in Michael Jaquith’s thesis [97]. When the chemical potential

difference is small compared to the electrostatic potential, trapped charge concentration can be

measured. In a bottom-gate transistor with an oxide layer of dielectric constant ε and thickness

d, by treating the semi-conducting material and the gate as a parallel plate capacitor, trapped

charge can be modeled as charge on a plate. In this case, the charge density of trapped charge

σ is then:
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Figure 2.1: Parallel plate capacitor model.

Charged EFM tip over surface is modeled as a parallel plate capacitor in which one side of the
capacitor is free to oscillate.

Figure 2.2: Frequency parabolas.

Collected frequency data from Silveira et al. [224] demonstrating the effect of increased ca-
pacitance (red) and increased contact potential (blue). This data is fit to Eq. 2.7. For our
experiments, the cantilever tip (f0 = 75 kHz, k0 = 1 N/m) is about 100 nm over the top a sample
of 25 nm pentacene film transistor.
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Figure 2.3: Experimental diagram of EFM

Experimental outline of electric force microscope used in this thesis work. A computer controls
illumination (source, monochromator, attenuator), cantilever detection (IR laser and temperature
control), and voltage sources (source, drain, gate, tip, piezo voltages). Cantilever displacement
is detected via optic interferometry. The resulting signal is refined by a field programable gate
array (FPGA), an analog PID controller, lock-in amplifiers, and a number of other electronic
appliances for processing.

σ = V ε0ε/d (2.8)

2.3 Microscope Design

The description of the microscope itself must be broken into segments: cantilever detection, XYZ

scanning, illumination, and electrical control. A block diagram of the electric force microscope

is shown in Figure 2.3.

In this thesis, two microscopes were utilized. First, the vacuum microscope (code-named:
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Figure 2.4: Vacuum and dry-nitrogen microscopes.

There are two microscopes used in this thesis. The microscope used in vacuum (left) has higher
sensitivities and enhances sample preservation. Sections of the microscope are indicated. In
this picture, note there is no visible-light fiber. Also shown is the microscope that is used in a
dry-nitrogen environment (right).

THINMAN), which is able to achieve higher sensitivities. Second, the dry-nitrogen microscope

(code-named: FATBOY), which is more versatile, easier to fix, but suffers from lower sensitivity.

Both microscopes are shown in Figure 2.4. This researcher was responsible for the construc-

tion of FATBOY and the dry-nitrogen container. This researcher was also responsible for the

modification on THINMAN to illuminate the sample with variable wavelength light.

2.3.1 Cantilever Detection

In the experiments presented in this thesis, a commercial cantilever was utilized (MikroMasch

NSC18/Ti/Pt) with a spring constant, k0, of 3.5 Nm−1, a resonance frequency, f0, of 75 kHz, and

a vacuum quality factor, Q, of 104 in high vacuum (10−5 torr). Cantilever quality factors were

determined either from the area under the position-fluctuation power spectrum [228] or from

fitting the cantilever amplitude versus drive frequency curve. The cantilever block was affixed

with epoxy (Hardman double/bubble) to a sapphire plate (Meller optics) in order to electrically
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Figure 2.5: Cantilever close up.

Close up of the electric force microscope near the cantilever. Metal jackets house optical fibers
which are positioned by set screws so that IR and VIS fibers point directly at the cantilever.
The image on the right shows the fiber alignment near the cantilever.

isolate the block from the rest of the probe. Above the sapphire plate was affixed a small piezo

sheet (Piezosystems, Inc.), used to drive the piezo. This piezo sheet was also isolated from the

rest of the probe with another sapphire plate.

Cantilever displacement is detected by a laser interferometer[229]. The light is generated by

a laser diode (Laser Diode Incorporated, model # SCW 1301G-200FC with an FC-APC angle

polished connector) operating at 1310 nm and sent down a single mode optical fiber (Corning

9/125 - the core is 9 µm in diameter and the cladding is 125 µm in diameter), shown in Figure 2.5.

The laser diode is controlled with an ultra-low noise current source(ILX Lightwave LDT-59108), a

temperature controller (ILX Lightwave LDT-59108), a laser-diode mount (ILX Lightwave LDM-

4980), and home-built radio frequency (1 Volt, 130 MHz) voltage source. A radio-frequency

voltage is applied to the laser diode to prevent mode hopping [229]. An optical coupler is used
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which sends ten percent of the light down an optical fiber that is cleaved at ninety degrees and

mounted approximately 50 µm above the cantilever. Infrared light from the interferometer is

measured by a photodetector (New Focus 2011 Photoreceiver). Distance between the fibers and

the cantilever is estimated from visual inspection under an optical microscope.

2.3.2 XYZ Scanning

Scanning in the XY plane is accomplished by the use of a custom built piezoelectric stage [230].

The construction of the stage is outlined in Erik Muller’s and Michael Jaquith’s theses [97, 225].

The piezos are powered by bipolar amplifiers (PiezoMechanik SVR 350-3-bip) and controlled with

a data acquisition and control board (DAQ NI PCI-6259). Lock-in instrumentation is controlled

via a GPIB card (NI PCIe-GPIB).

In this thesis, three types of scanning motions are utilized. First, a rastering motion to

produce a two dimensional image called a flat scan. Second, a line scan producing only a 1-d

array of points. And third, a point scan where data is taken over only one point in space.

Flat scans and line scans vary in speed, depending on several factors. What limits the speed

in an AFM image is the ability for the frequency demodulator to track the resonance frequency of

the cantilever. For higher quality images, the scan speed is reduced and the PID outputs settings

are modified. Surfaces that are flatter and harder can be scanned at a much faster speed than

surfaces that are not. If the cantilever is scanned across the surface too quickly, the cantilever

will not be driven on resonance, and the PID output will cause the cantilever to bounce. The

same rationale applies to linescans.

Pointscans are the last type of scan. A single point on the sample is chosen and the cantilever

position is maintained over that point during the scan. To minimize piezo creep, it is advan-

tageous to choose points near the natural resting point of the XY scanner. Point scans in this
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Figure 2.6: Cantilever near surface with illumination.

Artist’s rendering of cantilever near the surface of a bottom-contact pentacene transistor with a
channel width of 50 microns. Illustration is drawn to scale.

thesis are used when measuring single-point changes in contact potential or capacitance. Point

scans are also used in measurements of frequency noise.

Movement in the Z direction is controlled by a home-built slip-stick positioner [231]. A

piezo is put under tension by a metal spring, so that extension and retraction can be performed

rapidly. The cantilever rests on one of two mover plates resting on sapphire spheres. For more

information, read Silveira’s thesis [226]. This positioner was modified to allow illumination of

the sample by visible light as described in the next section.

2.3.3 Illumination

In the experiments discussed in this thesis, a combination of electric force microscopy and variable

wavelength illumination is used to probe material properties. The source of the illumination is a

Tungsten-Halogen light source (Dolan Jenner MI150 Fiber-lite ). This source is able to provide

black-body illumination at a temperature of 3250 Kelvin. A home-built shutter was made from a

22



model airplane motor. A buffer circuit was also built to provide the proper amount of current to

the shutter motor. For applications where a shutter is not needed, an alternate Tungsten-Halogen

light source (Mikropack HL-2000 FHSA) is also available.

Light from the source is then coupled to a 600 micron core SMA fiber from ocean optics

(QP600-2-UV-VIS). The large fiber core allows for more light to be collected. This fiber is

fed into a scanning monochromator (Ocean Optics Monoscan2000). The monochromator is

able to continuously scan wavelength from 300 nm to 750 nm. The machine interface to the

monochromator is through a serial port, which required composing new labview software to

control the device. Light from the monochromator is coupled to a 50 micron core SMA to

FC/PC fiber from Thorlabs (M16L01). This coupling provides a 5nm linewidth in illumination.

For narrower linewidths, a fiber with a small core must be selected. This modification, however,

will make aligning the visible fiber to the cantilever more difficult.

The 50 micron core SMA to FC/PC fiber is coupled to a motor-controlled attenuator (OzOp-

tics DD- 100- 11- 400/700 - 50/125- M- 35- 3A3A- 1- 1- 485:1- 5- DR). Labview software was

written to control the attenuator so that light of a constant intensity is applied to the sample.

The light to the sample is calibrated using a power meter (Coherent Fieldmate), and a spectrom-

eter (Ocean Optics USB2000). For most experiments in this thesis, the attenuator is calibrated

to provide .15 µW of intensity to the sample across the visible spectrum.

The attenuator output fiber is fed into the vacuum system through a ferrule along with the

IR fiber. The end of the visible fiber is cleaved and housed in a metal jacket, in the same process

as the IR fiber. The end of the visible fiber is cleaved to reduce the amount of stray light.

Light is illuminated on the sample at a 30 degree incidence, with a tip-to-fiber distance of

200 µm. The numerical aperture of the fiber is rated at .22, meaning the half angle spread out

of the fiber is 12.7 degrees. This produces a spot on the sample with a minor axis of 120 µm

and a major axis of 330 µm. The intensity on the surface is calculated to be .05 mW/cm2. Since
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only a small part of the visible spectrum is accessed, a more relevant number is the spectral

irradiance (intensity divided by linewidth) which has a value of .01 mW/cm2/nm (compared to

.1 mW/cm2/nm in the solar spectrum at 500nm). A diagram of EFM microscope near a surface

is displayed in Figure 2.6.

In addition to illumination provided by wavelength selected delivery via optical fiber, a InGaN

white LED (LiteOn model LTW-1KHC5) is also used in these experiments. The LED was

located approximately 1 cm away from the cantilever tip and inclined at a forty five degree

angle with respect to the sample surface. This LED provides a luminous intensity of 500

millicandelas on the sample with a spectrum provided in Figure 2.8. To convert into units of

intensity, we integrate the optical response spectrum of the human eye multiplied by the LED

emission spectrum (approximated in our samples as 100 W/m2 of one sun).

2.3.4 Fiber Optic Alignment

Both fibers are cleaved and housed in metal tubing (Small Parts Inc.) with .02 inch inner

diameter and a .0625 inch outer diameter. To cleave the fibers, remove the plastic jacket, buffer,

and cladding from the fiber. Place the bare fiber into the fiber optic cleaver. The end of both

fibers should stick out about a 1/16th of an inch from the front of the metal casing. To ensure

fiber stability, leave the cladding on the fiber everywhere except the cleave. Leave about a half

inch of cladding from the end of the metal tube to the fiber jacket. Epoxy the fiber in place at

the part of the metal tubing closest to the jacket. To ensure stability of the IR fiber, epoxy both

ends of the fiber to the metal tubing.

To align the two fibers containing IR and visible light, set screws are used to adjust the

position of each fiber with respect to the cantilever. Alignment with the IR fiber is detected by

varying the wavelength of light with the temperature controller described in Erik Muller’s thesis

[225]. If the fiber is aligned, then photodiode signal should change with varying wavelength.
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Figure 2.7: Optical fiber diagram.

Figure 2.8: Illumination spectrum for LED.

Spectral density of LED (LiteOn LTW-1KHC5) used for white light illumination. This system
is separate from the single wavelength fiber-coupled illumination.

After the IR fiber is in place, illuminate light through the visible fiber and inspect for a reflection

off of the cantilever.

Machining the mover piece accurately should allow the two fibers to point reasonably close to

the desired point in space. However, some adjustment beyond the set screws might be required.

In that case, use two sets of pliers to bend the tube that contains the fiber which contains visible

light. By bending and rotating the metal tubing, accurate placement can be achieved.

It should be noted that alignment under the microscope can be a eye-safety hazard. Be sure

the laser is off before looking through the eyepiece, and remove the eyepiece whenever the laser

is active. However, with IR filters installed on the microscope, the danger is relatively minimal.
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2.3.5 Machining Mover Piece

In order to have two optical fibers that point at the cantilever, a new mover piece needed to

be constructed for FATBOY and THINMAN. This section outlines the general approach to

machining a mover piece that can hold the two fibers. The general approach to machining all

microscope parts is given in Silveira’s thesis [226]

The first step is to mill a block that is .6 by .6 by .46 inches. Mill all opposite sides to be

parallel to each other. The hole which will contain the IR fiber is perpendicular to the angle of

the cantilever block. In Fat Boy, this hole is 30 degrees from vertical. In thin man, this hole is 15

degrees from vertical. The fiber which illuminates with visible light is 60 degrees off of vertical

for both microscopes. Both fibers point to an imaginary spot in space .1 by .1 inches from the

base of the part. . Before drilling with 1/16 size drill, mill a small flat area and center-drill.

After drilling, ream with size 52. The next step is to mill a flat surface for the cantilever block

to rest on, which is a plane perpendicular to the IR fiber. These steps are shown in Figure 2.9a.

On the front of the part (the side which will be in contact with sapphire spheres), mill a v-groove

.065 inches from the left edge. On the same side as the v-grove, drill and tap a .1 inch deep hole

with a 2-56 thread (Figure 2.9b). Next, mill off any excess material. Drill through the part and

tap for 0-80 set screws, which will hold the fibers in place. Lastly, remove weight from the part

by milling excess material, in order to insure proper coarse movement (Figures 2.9c,d).

A possible improvement on the construction of the part is as follows. In the beginning, instead

of relying on trigonometry and the accuracy of the milling tool, start with a block that is 1.4 by

1.4 by 1.4 inches. Then drill holes which are 15 and 60 degrees off of vertical that pass through

the center of the part. Then mill the part down to .6 by .6 by .46 inches, and use subsequent

steps that are outlined above. This should ensure more accuracy in the fiber placement.
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Figure 2.9: Schematic of cantilever mover

Schematic of the mover part for the EFM microscope. This is modified from the Silveira design
[231]. Steps are shown from first to last. An image of the part is included to assist in the
construction. In Fat Boy, holes containing the optical fibers are drilled at 30 degrees and 60
degrees from vertical. In Thin Man, holes containing the optical fibers are drilled at 15 degrees
and 60 degrees from vertical.

2.3.6 Electrical Control

In transistor experiments, careful control of source, drain, and gate electrodes must be main-

tained. In solar cell experiments in this thesis, only one electrode is considered. Control is

maintained by a pair of source-meters from Keithley (Keithley 2400 and Keithley 6430). The

source-meters are controlled through a GPIB (general purpose interface bus) to a data acquisition

and control board.

For delicate current measurements, the Keithley 6430 includes a remote pre-amplifier. This

converts measured current from analog to digital near the source, where noise from parasitic

capacitance is the least. These instruments are used to measure current from transistor devices,

but can also but used in conducting-probe AFM experiments.
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2.4 Atomic Force Microscopy

Topography is measured in tapping AFM-mode. The cantilever is excited at its resonance fre-

quency with an amplitude of approximately 50 mVrms, applied to piezoelectric element mounted

beneath the cantilever. The cantilever amplitude and frequency are determined by a commercial

frequency demodulator (RHK PLLPRO). The cantilever amplitude is input into a proportional-

integral-derivative (PID) analog feedback controller (Stanford Research SIM960). The PID con-

trols the height of the cantilever above the sample by applying a potential to a home-built

slip-stick surface approach [225] referred to as the Z-piezo.

Material contrast can be enhanced in AFM images by operating in ‘phase-mode’ [232]. Typ-

ically in phase-mode AFM, the PID controls the height of the cantilever in order to maintain

constant cantilever phase, rather than constant cantilever amplitude. Phase-mode AFM images

can be taken in two ways. First, by adjusting tip-sample distance to maintain constant can-

tilever phase at constant drive frequency. Second, by adjusting tip-sample distance to maintain

constant amplitude while observing drive frequency. For vacuum systems, the second approach

is recommended, as the quality factors are quite high. Phase-mode AFM works best on hard

surfaces with surface roughness on the scale of a few nanometers. Scanning speed should be quite

slow, with the bandwidth on frequency demodulation never exceeding 400 Hz. In this study, it

is easier to collect information on cantilever frequency since cantilever amplitude is fixed. As

contrast in a phase-mode AFM is qualitative, the two techniques are functionally equivalent.

2.5 Modulated Voltage EFM

Modulated voltage EFM, shown in Fig. 2.10, is a fast technique to measure potential and

capacitance simultaneously. The potential applied to the tip during modulated-voltage EFM has

two components: an AC wave at frequency ω generated by a Lock-in Amplifier and a DC value
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Figure 2.10: Schematic describing voltage modulated EFM.

A voltage with DC and AC components is described by sweeping across regions of the frequency
vs voltage curve. Two regions of this curve have the same AC components, but different DC
components (red, blue). The red curve is near VDC = φC . At this point, the cantilever frequency
changes at twice the voltage modulation frequency. When VDC is much larger than φC , the
cantilever frequency response is primarily at the modulation frequency.

generated by a PID controller, shown in Eq. 2.9.

VT (t) = VT,DC + VT,AC cos(ωt) (2.9)

Fourier components of the cantilever frequency at the first and second harmonics of the

modulated-voltage frequency give information on contact potential and capacitance [97, 233].

Near VT,DC = φ, the Fourier components are given by

f̂(ω) =
f0VT,AC

2k0

∂2C

∂z2
(VT,DC − φ) (2.10)

f̂(2ω) =
f0V

2
T,AC

8k0

∂2C

∂z2
(2.11)

Here, f̂(ω) and f̂(2ω) are the frequency fourier components created by the modulation of the

tip potential. When the cantilever frequency is demodulated and fed into the Lock-in Amplifier,

the amplitude of f̂(ω) can measured and input to the PID. When VT,DC = φ, the first harmonic

Fourier component f̂(ω) = 0. The change in the Fourier component near this point is linear in

DC tip voltage at this point, and can be input into PID for positive feedback. The lock-in time

constant must be on the same order as the scan speed, usually 30 ms.
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In modulated voltage EFM, the PID settings must be carefully tuned to produce a high quality

image. PID settings must be tuned for each run, depending on the tip-sample capacitance, the

frequency-to-voltage scaling factor, and the scanning speed. The Integral term in the PID must

integrate over a longer period of time than it takes the Lock-In amplifier monitoring the first

harmonic of the modulation frequency to produce a statistically independent point. Typically

this is about six time constants. If this condition is not met, then the PID is producing data

that is not meaningful. Faster scanning can be achieved with a higher tip-sample capacitance or

larger AC tip voltages, as this provides a greater signal to noise.

If a second Lock-in Amplifier is used, the amplitude of f̂(2ω) can be measured and used

to determine the capacitance second derivative (∂
2C
∂z2

) since VT,AC, f0, and k0 are known. It is

important to note that f̂(2ω) is dependent both the frequency-to-voltage scaling factor of the

frequency demodulator and the sensitivity factor of the second Lock-in Amplifier.

2.6 Cantilever Response Tuning

As the IR fiber is disturbed every time the cantilever is replaced, tuning the system for proper

performance is essential. Outlined here are some of the processes for optimizing the EFM for

fast scanning.

First, scan for the cantilever resonance frequency, and drive on resonance. Second, adjust

the temperature of the laser diode to position the mean cantilever position at the center of a

fringe. Typically the temperature is between 5 and 40 degrees Celsius. The cantilever drive

amplitude should be such that the cantilever is driven across a full fringe of the interferometer.

If the cantilever oscillation looks sinusoidal at all drive amplitudes up to full-fringe, the tuning

is complete. If the signal is noisy or lopsided, adjust the frequency of the RF injection and

temperature of the laser diode.
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In vacuum systems, the cantilever is driven in one of three different modes. The first, Lock-In

mode, drives the cantilever at constant drive frequency and measures the amplitude response like

a Lock-In amplifier. This mode is used in typically used in phase-mode AFM and operations

performed at ambient pressure. The second, self-oscillation mode, takes the cantilever signal,

applies a phase offset and amplification, and applies the signal to the drive. This mode is more

sensitive to abrupt changes in the system, and is not recommended for AFM or EFM. The third,

phase-locked loop, applies a built in PID to adjust the drive frequency to maintain constant

cantilever phase. This mode is most used when performing EFM or AFM in this system. For

systems operating at ambient temperature, operating in lock-in mode can also be effective.

To tune the system for AFM, bring the cantilever in close proximity to the surface. Adjust the

integral term and setpoint on the PID to slowly approach the sample. Typical numbers for the

PID in AFM more are P=-0.1, I=500 Hz, D=5E-5 s. Upon touching the surface, the resonance

frequency of the cantilever will shift. If this shift is large ( 200 Hz), consider using a setpoint

closer to the cantilever amplitude. If the frequency shift is still large, the tip-sample interaction

is quite strong. This presents a problem, since abrupt changes in the contact can result in the

cantilever not being driven on resonance. To address this problem, widen the bandwidth on the

frequency demodulator to (at most) 900Hz.

Tuning the analog PID controller requires observing the oscilloscope in trigger mode. If the

cantilever response time is too slow, increase the Integral term (Hz). If the cantilever response is

too slow and oscillatory, change settings to allow for faster acquisition of independent points. If

the cantilever response time is fast and oscillatory, either decrease the Integral term or increase

the Derivative term (seconds). This method of tuning applies to both AFM and modulated EFM

schemes.
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2.7 Frequency Noise

While the cantilever is driven in phase-locked loop mode, the position of the cantilever is measured

with the fiber-optic interferometer system and passed through a software 20-th order Butterworth

bandpass filter, with a typical high frequency cut-off at a few kHz, to prevent noise folding [228].

A software frequency demodulator is used to convert the cantilever position into a frequency-

versus-time signal. Frequency noise spectra, Pδfc(f), are obtained from the Fourier transform

of the autocorrelation function of the cantilever frequency fluctuations, δfc(t). Since δfc(t) is a

real-valued function, a one sided Fourier-transform is sufficient.

The correlation function of cantilever frequency fluctuations δfc defined in the appendix of

Seppe Kuehn’s thesis [234], is given as

〈δfc(τ) δfc(0)〉 = 〈δfc(t+ τ) δfc(t)〉 = lim
T→∞

1

2T

∫ T

−T
fc(t) fc(t+ τ) (2.12)

where 2T the measurement time and where 〈δfc(τ) δfc(0)〉 = 〈δfc(t+ τ) δfc(t)〉 holds because the

fluctuations are stationary and therefore independent of the starting time. Frequency fluctuation

power spectra, Pδfc(f), are computed as the Fourier transform of the autocorrelation function of

cantilever frequency fluctuations as follows:

Pδfc(f) = 4

∫ ∞
0

dt cos (2πft) 〈δfc(t) δfc(0)〉. (2.13)

Numerical integration and discrete Fourier transforms are used to calculate Pfc . This puts

lower- and upper-bounds on the domain of Pfc . The highest set by the Butterworth filter cuts

out noise at high frequency. The lowest measurable frequency is equal to the inverse of the length

of time over which fc was measured. This power spectrum is typically averaged several times

over the course of several seconds.

Since the effect of noise is dependent on the tip-sample distance, the cantilever amplitude must

be carefully chosen. By dropping the cantilever amplitude, the signal-to-noise ratio falls, and the

thermal noise-floor on the frequency noise spectra rises [228]. However, the decreased amplitude
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allows for the mean position of the cantilever to be closer to the sample. This increases the tip-

sample capacitance, and the surface-induced fluctuations. The optimal distance and amplitude

to conduct fluctuation experiments is dependent on the sample, and are found empirically.

To quantify Pfc(f), it is convenient to report a single number instead of a function of fre-

quency. The term ‘jitter’ is used to express the integral of Pfc(f) over a range of frequencies.

J ≡
∫ H

L

Pfc(f)df (2.14)

A more detailed description of the equations used in the calculation of jitter are reported in

Chapter 5.
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CHAPTER 3

SPECTROSCOPIC CHARACTERIZATION OF CHARGED DEFECTS IN

POLYCRYSTALLINE PENTACENE BY TIME- AND

WAVELENGTH-RESOLVED ELECTRIC FORCE MICROSCOPY

3.1 Introduction

Introduced in this chapter is a new spectroscopic method for microscopically probing the elec-

tronic states of long-lived trapped charged species in a π-conjugated film, and the application of

this method to record local trap-clearing action spectra in pentacene. Along with codeposition

experiments, the identity of charge traps in pentacene are determined. This work was presented

in Advanced Materials in February of 2011[101]. As a thesis chapter, more details have been

provided to assist in the reproduction of the experiment.

Organic semiconductors are attractive materials for microelectronic and photovoltaic applica-

tions because their energy levels, optical properties, and solubility can be independently adjusted.

While significant progress towards commercialization of organic semiconductor devices has been

made, the long-term reliability of most organic semiconductors remains a concern. Charge trap-

ping, for example, causes a wide array of functional problems in organic semiconductor devices

including a reduction in mobility, an increase in off current, and an increase in operating volt-

age. Yet trap formation in these materials remains poorly understood, even in pentacene, the

most widely studied organic semiconductor. Proposed trapping mechanisms in pentacene include

immobilization of charge at grain boundary defects [84, 85] and dielectric interfaces[85–87], for-

mation of immobile bipolarons [88], and chemical reactions [91–93, 117]. Many transistor studies

indicate a degradation of device performance following exposure to air, moisture, and/or light

[82, 93, 108, 115–119], but whether this degradation arises from physisorbtion [108, 115, 116, 119]

or a chemical reaction [82, 91–93, 117] remains an open question. Although optical absorption

[117] and recent x-ray photoelectron spectroscopy [82, 235] studies have provided more defini-
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tive evidence of a chemical transformation in aged transistor films, the relationship between the

observed reaction products and trapped species remains unclear.

Despite the large number of organic semiconducting materials, there are only a few systems

where the chemical mechanism of degradation is known [236, 237]. This discrepancy is due to

the lack of microscopic characterization techniques able to probe trapped charge. Even though

techniques such as XPS [238] and UPS [82] have been used to degradation of pentacene thin films

after exposure to air, these techniques can only analyze the top few nanometers of a material,

and not the active layers of a transistor where charge transport is taking place. While mass

spectroscopy techniques, such as MALDI-TOF [83, 239, 240], are capable of micron resolution,

they are not able to directly identify the sub-ppm density of charged trap molecules in a thin

film amidst isotopic peaks and other decay pathways.

Traps in pentacene and a wide-variety of organic semiconductors exhibit a similar 0.6 eV

activation energy and, it has been suggested, may therefore share a common trapping mechanism

[108]. Our results provide spectroscopic evidence for pentacen-6(13H)-one as the most likely

trap precursor molecule in pentacene. To confirm this identification, pentacen-6(13H)-one was

synthesized, intentionally codeposited with pentacene, and analyzed. Because polyacenes like

pentacene are promising candidates for field-effect transistors [205, 241–243] and solar cells [75],

this finding is of general interest to the organic electronics community.

To study charge traps in pentacene, electric force microscopy (EFM) is combined with

variable-wavelength light to follow photochemistry at tens-of-molecule sensitivity and high spa-

tial resolution. Electric force microscopy is a well-established tool for non-pertubatively imaging

[210] the spatial distribution of long-lived charge-traps and measuring the kinetics of charge-trap

formation in devices [85, 95, 96, 210, 244], but by itself, gives essentially no molecular-level in-

formation about the charge-trap species. This study was motivated by recent experiments using

EFM to study light-induced trap clearing in polymer transistors [99] and to image photo-response

in polymer blends [160, 161, 169]. Combining light with EFM yields spectroscopic data that can
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be used, along with ab initio calculations of optical spectra, to gain new chemical insights into

the mechanisms of charge trapping and charge clearing in organic semiconductors.

Trapping in pentacene has been studied previously by bulk techniques [92, 93] as well as

by EFM [85, 95, 96], but the data has led to inconsistent and contradictory conclusions. For

example, EFM studies of pentacene transistors have shown charges to trap either in large grain-

like regions[95], at isolated defect sites [96], or at intra-grain regions [85]. In some samples, traps

are cleared by irradiation with light having an above-bandgap energy [92], while in other samples,

light-induced trap clearing is not observed [85].

In an effort to resolve some of these contradictory findings, polycrystalline pentacene tran-

sistors were studied using EFM to measure trap-clearing rates during irradiation as a function

of the wavelength of the irradiating light. In parallel, the microscope imaged trap density, ca-

pacitance, and topography. This work is the first evidence that trapped charge significantly

modifies local capacitance, which has implications of lowered local mobility. Additionally, this

is the first spatially- and spectrally-resolved action spectrum for trap clearing in polycrystalline

pentacene, which is used to identify the chemical mechanism of charge trapping. Measurements

were taken in a custom built microscope [95, 96] modified to maintain samples in high-purity

dry nitrogen. Tip-voltage modulation and lock-in detection [233] enabled simultaneous imaging

of local electrostatic potential and capacitance.

3.2 Methods

3.2.1 Electric Force Microscopy

Transistor source and drain electrodes were grounded during atomic force microscope, electric

force microscope, and trap-clearing spectroscopic measurements. Cantilevers were obtained from

36



SPMTips (spring constant k = 1 N m−1, fc = 60 kHz, quality factor Q = 300) and were used for

both tapping-mode AFM and EFM images. Cantilever displacement was detected with a fiber-

optic interferometer operating at 1310 nm. To obtain images of contact potential and capacitance,

both a DC and and AC voltage were applied to the cantilever. The AC voltage had a zero-to-peak

amplitude of Vm = 3V and a modulation frequency of fm = 200Hz. The cantilever oscillation was

analyzed using a commercial frequency demodulator (RHK PLLpro 1.0; output bandwidth of

400 Hz) which produced an output proportional to the deviation in the cantilever frequency δfc.

Fourier components of the cantilever frequency deviation were detected at the first and second

harmonics of the modulation frequency using lock-in detectors operating at 1V sensitivity, with

time constants of 30 ms (Stanford Research Systems SR830) and 50 ms (Perkin Elmer 7265),

respectively. The DC voltage was was adjusted, via feedback, to keep the Fourier component

FT{δfc}(fm) equal to zero; the required tip voltage equals the local electrostatic potential. This

feedback was accomplished using a commercial analog feedback controller (Stanford Research

Systems SIM960, with P = 0.1, I = 500 Hz, and D = 0.05 ms). The second derivative of tip-

sample capacitance C with respect to tip-sample separation z was obtained from the measured

second harmonic of the cantilever frequency deviation using ∂2C/∂z2 = 8kFT{δfc}(2fm)/fc V
2
m.

In light clearing experiments where electrostatic potential transients are measured, the can-

tilever was placed so that the bottom of the oscillation was 400nm above the surface when the

gate was being applied and 60 nm above the surface when measurements were being taken. Upon

returning the gate bias to zero, the shutter on the light source was opened. Potential and capac-

itance electric force microscope (EFM) measurements were collected at 1Hz for ten minutes by

sweeping tip potential and measuring the parabolic change in frequency.
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3.2.2 Sample Preparation

Bottom-contact back-gated transistor substrates were prepared by growing 315nm of SiO2 on an

n+ silicon wafer and depositing gold source/drain electrodes by thermal evaporation (5µm gap).

Substrates were sonicated in detergent, dried, cleaned in UV-Ozone for five minutes, transferred

to high vacuum, and heated to 60 ◦C; pentacene (Sigma-Aldrich; used as received) was thermally

evaporated at a rate of ∼0.1 Å/s to an average thickness of 15 nm. Completed pentacene field-

effect transistors were stored in air, and in the dark, for a few weeks before being transferred for

study to a custom scanned probe microscope housed in a dry-nitrogen box. No current was run

through the samples while they were stored in air.

Codeposition samples were prepared using the same substrate preparation technique as de-

scribed above. For the sample evaporation, substrates were heated to 60 ◦C, with an evaporation

rate of ∼0.1 Å/s. 60 Å( 4 monolayers) of pentacene was deposited followed by 15 Å( 1 mono-

layer) of impurity species.

Trapped charge was generated in samples by applying a Vg = −60 V gate bias stress, unless

otherwise noted, for two minutes with the source and drain electrodes grounded.

3.2.3 DFT and TDDFT Calculations

Density functional theory (DFT) and time dependent density functional theory (TDDFT) calcu-

lations were performed at Cornell by the Hennig group in the Materials Science Department using

Gaussian 09 [245, 246] with the B3LYP [247] functional and the 6-311++G(d,p) basis. The basis

set was converged using the frequency of pentacene’s first singlet excited state. Changes in this

value were less than 4 nm (∼ 0.01 eV) for the 6-311++G(d,p) compared to the 6-311+G(d) ba-

sis. Defect molecule geometries and ground state energies were found by optimizing single defect

molecule geometries with the 6-311++G(d,p) basis and B3LYP. To approximate the chemical
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environment of the pentacene molecular solid, DFT and TDDFT calculations were performed

with solvation in a dielectric medium, using the Polarizable Continuum Model (PCM) [248] with

a dielectric constant of 4.82, as suggested by previous calculations [249]. Dielectric constants

from 3 to 6 were examined and the calculated first singlet excitation frequency in pentacene was

found to vary by no more than a few nanometers.

3.2.4 Sample Illumination

The diagram of sample illumination can be seen in the methods section of this thesis. Light from a

tungsten-halogen light source is fiber-coupled to a monochromator. The output of the monochro-

mator is fed to a motor-controlled attenuator so that visible light with an constant intensity of

0.015 µW and a bandwidth of 5 nm was projected down the fiber. The resulting estimate of

intensity and spectral irradiance at the sample to be 0.03 mW cm−2 and 0.006 mW cm−2 nm−1,

respectively.

3.2.5 Transistor Electrical Characterization and Experimental Con-

trol

The transistor’s current-voltage characteristics were collected in situ, under nitrogen, and are

shown in Figure 3.1. The current-voltage curves in Figure 3.1(a) were analyzed in the saturation

regime, Figure 3.1(b), to yield a saturation mobility of µsat = 0.013 cm2 V−1 s−1 and a threshold

voltage of VT = −3.7 V. This data supports the conclusion that experiments were conducted on

a working device, and that the studied traps were generated from typical usage of the device.

To populate hole traps within pentacene, a negative gate voltage is applied for a period of

time. While there is a negative applied gate voltage, holes are injected in to the film from the
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Figure 3.1: Electrical characterization.

(a) Transistor current as a function of drain voltage, for different gate voltages. The current was
measured with the source electrode grounded and with the gate voltage set to the values listed in
the inset. (b) A plot of the square root of the maximum drain current versus gate voltage. The
data was analyzed in the usual way and fit to a line to give the mobility and threshold voltage.
Inset indicates the channel width, channel length, and oxide thickness used in the analysis.

source and drain electrodes. Some of those holes become trapped. When the gate voltage is

returned to zero, the trapped holes remain in the channel. At this stage, EFM measurements

can be conducted to determine the location of trapped charge. In the light clearing experiments,

a sample that has had hole traps introduced is illuminated with variable wavelength light. Trap

concentration decays over time, or in some cases, under illumination. Between each scan of

illumination, traps are re-populated using the same applied gate voltage for the same period of

time.

3.3 Electric Force Microscopy Results

3.3.1 Potential and Capacitance Images

The topographic data in Figure 3.2(a,d) show regions of low pentacene coverage. Upon bias stress,

some of these regions show suppressed capacitance, indicative of depleted mobile charge; see
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Figure 3.2: Topography, Capacitance, and Potential Maps

Pentacene transistor channel at low (left, a–c) and high (right, d–f) magnification. (a,d) Height
in nm; (b,e) second-derivative, with respect to height, of capacitance (arb. units); and (c,f)
electrostatic potential (volts). Points A and B in (c) are two locations exhibiting a high density
of trapped charge. The images in (d–f) focus on point A.

Figure 3.2(b,e). The same regions also displayed enhanced electrostatic potential due to trapped

charge [95, 96, 99, 210], Figure 3.2(c,f). Since the sample had been exposed to air, it is plausible

that pentacene molecules near the transistor’s active layer reacted with air to form an impurity

[82, 91, 93, 235]. It is proposed that this impurity subsequently reacts, in the presence of holes

introduced during bias stress, to form a long-lived cationic species. The observed distribution

of trapped charge is also consistent with grain boundary or dielectric trapping. Spectroscopic

trap-clearing data can be used to distinguish between these possibilities.

The suppression of local capacitance by trapped charge in a film of π-conjugated molecules is

an effect that has not, to current knowledge, been reported before. The suppressed capacitance
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highlighted in Figure 3.2(e) is a consequence, possibly, of the Coulombic repulsion of mobile

carriers by trapped charge. For simplicity, let us model the trapped charge at position A in

Figure 3.2(c,e) as due to Ntrap charges confined to a point and embedded in a material with

relative dielectric constant εr = 3.4. Calculating the radius of the depleted-capacitance region as

the distance RkT at which the electrostatic potential from this point charge decays to φ(RkT ) =

kT/qe = 0.026 V, is equal to

RkT =
q2
e Ntrap

4πε0εr kT
. (3.1)

Using Eq. 3.1, it is estimated that Ntrap ≈ 10 trapped charges lead to the observed RkT ≈ 160nm

(the circle indicated in Figure 3.2(e)). As a check, using the same point-charge model to calculate

the potential at a height 60 nm above Ntrap charges in vacuum gives φ = 0.24 V. This potential

is a factor of seven smaller than the 1.6 V apparent in Figure 1(f). This order-of-magnitude

agreement reasonable given 1) the lack of an independently-validated quantitative theory of the

cantilever frequency shift arising from trapped charges [207, 250] and 2) the asymmetry apparent

in the Figure 3.2(e) and (f) data near regions of trapped charge which indicates that the trapped

charge is not localized at a single point as our simple model assumes. Nevertheless, Coulombic

repulsion is a reasonable model of capacitance depletion and that the position A signal arises

from approximately ten to only a few hundred trapped charges.

Figure 3.3 shows an image of the capacitance second derivative and electrostatic potential

near location A acquired sixteen hours after the bias stress was applied. After the bias stress

was applied, the gate, source, and drain electrodes were all grounded while the sample returned

to equilibrium in the dark. The electrostatic potential data shown in the upper two panels of

the figure show that essentially all of the trapped charge was released after sixteen hours. In

this unbiased state, the capacitance derivative at location A is comparatively large; the depleted

capacitance seen at location A after bias-stress in Figure 3.3 has clearly recovered. The large

capacitance seen in the unbiased state strongly suggests that a thin electrically active layer of

pentacene is likely present at location A.
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Figure 3.3: Trap Potential Thermal Decay

A comparison of the electrostatic potential (upper) and capacitance second derivative (lower) at
1 hour (left) and 16 hours (right) following the application of a two minute, Vg = −60V bias
stress.

3.3.2 Electrostatic Potential Transients

From images of contact potential, areas of trapped charge were able to be identified. The next

experiment is to perform a single point measurement at the trapped charge site. In this experi-

ment, the electrostatic potential observed in the trap-clearing experiment is linearly proportional

to total number of charges below the tip [95, 250].

Electrostatic potential transients under illumination at three representative wavelengths (400 nm,

500 nm, and 700 nm) are shown in Figure 3.4. For purposes of comparison, the Figure 3.4 tran-

sients are normalized by dividing each transient by the electrostatic potential at time zero. The

de-trapping rate is clearly fastest at 500 nm. Normalized potential transients were fit to a single

exponential decay using MATLAB. Residual plots for the fits are presented in Figure 3.4. Small

deviations from a single exponential are apparent at both short and long times. These deviations

could be due to gating effects, piezo creep, Coulomb repulsion, or non-linear trap decay kinetics.

From these graphs, however, it can be shown that there is a qualitative difference in the trapping

time and not simply an error in fitting.
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Figure 3.4: Contact Potential Decay under Illumination

First order decay fits (red) to trap voltage transients (blue) under (a) 400, (b) 500, and (c) 700
nm illumination. Residuals are presented above each fit (black).

The decay rate was divided by incident photon energy (eV) to give the constant-incidence

action spectrum in units of eV−1 s−1. This correction is required because the experiment was

performed at constant incident power and not at constant photon flux. The resulting trap clearing

rate per photon may be directly compared to the photocurrent-yield spectrum, which has units

of free carriers per photon. The absorption and photocurrent-yield [251] spectra are shown in

Figure 3.5(a) and (b), respectively. The de-trapping rate is plotted in Figure 3.5 (c) and (d) as

a function of irradiated wavelength for points A and B in the sample, respectively.
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Figure 3.5: Trap Clearing Action Spectra

(a) Absorbance (scale: a.u.) and b) photocurrent yield[251] of bulk pentacene (scale: 10−4).
Trap-clearing action spectrum acquired at (c) location A and (d) location B of Figure 3.2(c)
(circles; scale: 10−3 eV−1 s−1). The solid black line in (c) is a fit to a linear combination of
the photocurrent spectrum ( dashed green line) and a gaussian ( dash-dotted purple line; center
= 2.48 eV, width = 0.14 eV). The solid black line in (d) is a fit to the absorption spectrum
(dashed blue line) plus a gaussian (dash-dotted purple line; center = 2.43 eV, width = 0.13 eV).
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The results of the electric force microscopy experiments show that trapping arises from chem-

ical reactions from impurities with charge carriers. The electronic energy levels of these trap

molecules can be probed by using light as a spectroscopic tool to clear trapped charges. In the

discussion section, theory is used to identify the trap molecule from the electronic energy states

associated with the absorption of light. In order to confirm this identification, suspect trap

molecules are codeposited with pentacene, and are investigated with electric force microscopy.

3.4 Discussion

The clearing of trapped positive charge by light in organic semiconductors is usually attributed

to the recombination of trapped holes with excitons[252], free electrons [252], or bipolarons [88].

Observation of light-induced trap clearing is usually taken as evidence against trapping due

to migration of charge into the dielectric [85, 253]. In the excitonic trap-clearing mechanism

sketched in Figure 3.6(a), light is absorbed to create an exciton (step 1), the excited electron

is transferred to an unoccupied state at the trap site (step 2), and the excited hole relaxes and

percolates away via electron transfers between adjacent pentacene molecules (step 3). The mid-

gap state at the T+ site in Figure 3.6(a) could be a state associated with a grain boundary [84],

sliding defect [89], or a valence orbital in pentacene stabilized by dipoles in the nearby dielectric

[86, 87]. Consistent with the mechanism of Figure 3.6(a), observed light-enhanced trap clearing

at wavelengths where absorption creates either an exciton localized over a single molecule [254]

(at 630 nm and 675 nm) or a charge-transfer exciton with intermolecular character [255] (at

575 nm).

In addition to these expected spectral features, however, the trap-clearing action spectra of

Figure 3.5(c,d) exhibits a large peak near λ = 500 nm (∆E = hc/λ = 2.5 eV). This finding is

surprising for two reasons. First, the peak energy is well above the bandgap of pentacene —

both absorption and photocurrent yield are negligible at this energy, and the widely-accepted
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Figure 3.6: Trap Clearing Mechanisms

Here P indicates pentacene, P∗ photoexcited pentacene, and P•+ the pentacene cation radical.
The trapped species appears in the figure as a neutral radical, T•, charged, T+, or photoexcited
and charged, [T+]∗. In (A), a pentacene molecule near a charged trap absorbs light (step 1).
Trap-assisted exciton splitting (step 2) populates the trap with an electron and puts a hole on
pentacene, which may be converted to a free hole via charge transfer to a distal pentacene (step
3) to yield the charge-liberated configuration shown in (b). In (c), the cationic trap species
is photoexcited directly (step 4) and the trapped hole released via electron transfer from an
adjacent pentacene (step 5). Charge transfer to a distal pentacene (step 6) yields configuration
(b). Both trap-clearing mechanisms are summarized in the state diagram in (d).

mechanism of Figure 3.6(a) is inapplicable. Second, even though the cantilever is detecting

signal from many charges in different microstructural and electrostatic environments, there is a

comparatively narrow and well defined trap-clearing action spectrum.

To account for these experimental observations, there must be an alternative trap-clearing

mechanism. Displayed in Figure 3.6(c), trap clearing by another kind of photoinitiated electron

transfer. In step 4 of the figure, a positively charged chemical impurity is optically excited.

47



The optical excitation does not necessarily have to be the lowest-energy excitation. The trap is

cleared in step 5 via backfilling through an electron transfer from a nearby pentacene molecule

and the resulting hole is transported away (step 6).

A state diagram summarizing the two mechanisms is shown in Figure 3.6(d). This figure

highlights that the neutral, open-shell T• species resulting from both trap-clearing mechanisms

may undergo further chemical reactions to yield a neutral, closed-shell trap precursor. The chem-

ical mechanism of how these species form are presented in Figures 3.8 and 3.9. This observation

supports Lang et al.’s conjecture that atomic motion plays a key role in the quenching of charge

traps [92].

3.5 Identification of Trapping Precursor Molecule

To explain the observed trap-clearing action spectrum by the mechanism of Figure 3.6(c), an

impurity or defect in the pentacene solid must be present that exhibits an optical excitation near

500 nm. Time-dependent density functional theory (TDDFT), discussed in the next subsection,

was used to calculate the optical spectra for two defects (Figure 3.7). These defects and their

predicted spectra are proposed hole traps [91] in pentacene. The two charged defects are the

expected products of the reaction of pentacene cation radicals (e.g., holes) with the neutral trap

precursors 6,13-dihydropentacene and pentacen-6(13H)-one impurities, respectively [91].

From EFM images, it is likely that trapping arises out of the chemical reaction of trap

precursor molecules with positive charge carriers, electron vacancies (holes). These trap precursor

molecules form by degradation of pentacene in air, and are more present at the surface of the

film. Since trapping only occurs at regions of low coverage, it is not the case that the trap

precursor molecules impurities that are present at the time of deposition.

The first impurity species in Figure 3.7(b) was hypothesized by Northrup and Chabinyc [91]
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a)

b)

Figure 3.7: Measured and Predicted Spectra

(a) Pentacene absorption spectrum: measured (upper solid blue line) and calculated (lower solid
black line). The calculated spectrum was broadened by 15 nm. (b) Measured trap clearing
spectrum (upper solid blue circles with error bars) and the calculated absorption spectrum for
the charged oxygen defect (middle solid black line) and the charged hydrogen defect (lower solid
black line). The middle and lower curves were generated by broadening the calculated absorption
spectra by 28 nm. The dotted green vertical lines are a guide to the eye for 500 nm excitation.

to form by the chemical reaction of a 6,13-dihydropentacene impurity with two pentacene cation

radicals (e.g., holes). Two proposed mechanisms for this reaction are presented in Figure 3.8.

Both mechanisms begin with a hydrogen transfer. The first mechanism proceeds to the trap

species via an electron transfer. The second mechanism proceeds to the trap species via a

hydrogen atom transfer reaction. Note that both mechanisms result in the same cationic impurity

species (the molecules boxed in red in the figure).

The second impurity species in Figure 3.7 is hypothesized (b) to form by a reaction of
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JLL_wavelength_detrapping_mechanism_1__6,13-dihydropentacene-V5.pdfFigure 3.8: Chemical Deptrapping Mechanism 1

Chemical reaction of 6,13-dihydropentacene with two pentacene cations to yield the trap species
1 (red). Energies, shown in blue, were calculated using density functional theory as described in
the text. The energies are shown in units of electron volts relative to pentacene’s ground state
energy (−31.1268 Hartree = −847.002 eV). A reaction energy of ∆E = +0.331 eV is predicted.

pentacen-6(13H )-one with two pentacene cation radicals. A proposed mechanism for this re-

action is shown in Figure 3.9. Note that the mechanism leads to the formation of both impurities

in Figure 3.7(b).

The energies of these two trap-forming reactions are given in the captions of Figure 3.8 and

Figure 3.9. The reaction free energies depend also on the concentration of available free holes

(e.g., the electron chemical potential or Fermi level), as described by Northrup and Chabinyc
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Figure 3.9: Chemical Detrapping Mechanism 2

Chemical reaction of pentacen-6(13H )-one with two pentacene cations to yield the trap species
2 (blue). Energies, shown in blue, were calculated using density functional theory as described
in the text. The energies are shown in units of electron volts relative to pentacene’s ground state
energy (−31.1268 Hartree = −847.002 eV). A reaction energy of ∆E = +0.517 eV is predicted.

[91]. While the reaction in Figure 3.8 is slightly more energetically favorable than the reaction of

Figure 3.9, the activation barrier of the rate determining step in Figure 3.9 is predicted as slightly

lower than for the rate determining step in Figure 3.9. If the amount of defect is governed by

kinetics and not thermodynamics, then this difference in activation energies might explain why

primarily the oxygen-defect cation is observed in the trap-clearing spectra of Figures 3.5 and

3.7.
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3.5.1 Time-Dependent Density Functional Theory

Time-dependent density functional theory was used to calculate the absorption wavelengths

(λj) and oscillator strengths (fj). The absorption spectra is then described using Equation

3.2. These calculations were used in Figure 3.7 to predict the optical spectra and utilized a

dielectric continuum model to describe the surrounding pentacene molecules. While TDDFT

is less accurate for certain excitations in gas-phase acene molecules [256, 257], using TDDFT

to calculate the energies of a molecule embedded in a dielectric continuum has been shown to

accurately describe excitations in the bulk acenes [249]. More accurate calculations such as GW-

BSE [122] are computationally very expensive for defect calculations, and were not conducted

for these experiments.

For the bulk phase acenes, the lowest singlet excitations were investigated, comparing TDDFT

results [249] to experimental findings [254]. The normalization constant c and linewidth ∆λ =

15 nm were varied by hand to maximize agreement between the calculated and observed absorp-

tion spectrum.

Abs(λ) = c
∑
j

fj exp(−(λ− λj)2

2 ∆λ2 ) (3.2)

Applying the predicted pentacene absorbance in Table 3.1 to the measured absorbance spec-

trum Figure 3.7(a), it is shown that the dielectric continuum solvation model employed here

correctly predicts the energy of the low-energy Frenkel exciton – localized over a single molecule

– at 675 nm in the experimental pentacene absorption spectrum [254]. The peak in the experi-

mental spectrum at 575 nm corresponds to an intermolecular charge transfer exciton [255] and

the peak near 630 nm arises from the Davydov crystal-field splitting [254]. To predict the energies

of these peaks, one must move beyond a solvation model and explicitly include the neighboring

pentacene molecules. Since these types of excitations are not expected to be involved in the

observed trap clearing at 500 nm, they are not considered here.
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Table 3.1: Singlet excitations of pentacene calculated using TDDFT. The
calculated wavelength λ and oscillator strength f are listed for
the three lowest optical excitations indexed by j.

j λj [nm] fj

1 676.6 0.0753

2 422.7 <0.0001

3 394.3 <0.0001

Table 3.2: Singlet excitations calculated using TDDFT for defects 1 and 2
shown in Figure 3.8 and Figure 3.9, respectively. The calculated
wavelength λ and oscillator strength f for the five lowest optical
excitations j is shown.

Trap species 1 Trap species 2

j λj [nm] fj λj [nm] fj

1 643 0.02 630 0.72

2 587 0.55 561 0.02

3 451 1.05 526 0.00

4 343 0.02 508 0.55

5 317 0.01 367 0.11

The results of TDDFT calculations carried out for defects 1 and 2 are presented in Table 3.2.

The calculated singlet transitions in Table 3.2 were used to compute the absorption spectrum

using Equation 3.2, with ∆λ = 28 nm. The calculated spectra are shown as solid black lines in

Figure 3.7(b). The oxygen defect 2 has a predicted absorption feature near λ ∼ 500 nm while

hydrogen defect 1 does not, indicating that the oxygen defect and not the hydrogen defect is the

source of the unexpected peak in the observed trap-clearing spectrum of Figure 3.5(c,d).

The TDDFT calculation also predicts a λ = 630 nm peak in defect 2’s absorption spectrum

which is not apparent in the observed trap-clearing spectrum. What must also be taken into

account, however, that the rate of charge-trap clearing at a given wavelength will also depend
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Figure 3.10: Defect Orbitals

Probability density maps of wavefunctions describing HOMO, HOMO-2, and LUMO states in
defect 2 .

Table 3.3: Configuration-interaction expansion coefficients for the two dom-
inant excitations of defect 2. Excitations are a combination of
transitions from HOMO-2 to LUMO and HOMO to LUMO.

Excitation 1 (630 nm) Excitation 4 (508 nm)

initial final coeff. initial final coeff.

HOMO−2 LUMO −0.14 HOMO−2 LUMO +0.69

HOMO LUMO +0.69 HOMO LUMO +0.14

on the probability of inter- and intramolecular electron transfer reactions, as indicated in step 5

of Figure 3.6. Consider, for example, the mechanism shown in Figure 3.6(c). To clear the trap,

an electron must be transferred from a neighboring pentacene molecule into the state vacated

by the photoexcited electron before the optically excited electron relaxes back to its initial state.

Furthermore, in both the mechanisms sketched in Figure 3.6, to regenerate the trap precursor

– either 6,13-dihydropentacene or pentacen-6(13H )-one – requires the transfer of a proton as

well. The rate of electron transfer, proton transfer, and non-radiative decay can be calculated in

principle, and provide an excellent pathway for future computational theory.
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Nevertheless, the TDDFT results can be used to rationalize why 2’s λ = 508 nm transition

might contribute more to the trap-clearing spectrum that its λ = 630 nm transition. Table 3.3

shows the configuration-interaction expansion coefficients for the two dominant excitations of

defect 2. The first excitation of 2, at 630 nm, is predominantly a HOMO→ LUMO transition,

whereas the fourth excitation, at 508 nm, is dominated by a HOMO−2→ LUMO transition. The

relevant orbitals are plotted in Figure 3.10. The HOMO− 2 is strongly localized on the oxygen

atom while the HOMO is delocalized over the whole defect molecule. Because of this localization,

the HOMO− 2 orbital is expected to have greater orbital overlap than would the LUMO orbital

with the highest occupied molecular orbital of pentacene. Additionally, the polarization of the

excited state is expected to be greater for the fourth singlet excitation. Both of these factors

predict that the electron transfer rate should be larger for the 508 nm excitation of 2 than for the

630 nm excitation, in qualitative agreement with what is observed in the trap-clearing spectrum.

3.5.2 Trap Precursor Codeposition

The summary of the trap clearing experiment and the TDDFT calculations, shown in Figures 3.5

and 3.7, point to the ketone defect pentacen-6(13H )-one as being the precursor to trapped charge.

When current is run through the device, the trap precursor reacts in the presence of charge

carriers to form a chemically stable charged molecule. To confirm this hypothesis, experiments

were conducted where trap precursor molecules were intentionally codeposited in a pentacene

thin film.

A single monolayer of impurity molecules, made by novel synthesis from C.A. Lewis, were

sequentially deposited on 4 monolayers of pentacene in a bottom-contact transistor by L. Brown

and V. Pozdin. Since the active layer is primarily comprised of pentacene, charge transport

still occurs. The sequentially deposited impurity molecules should diffuse into the active layer

upon evaporation. Then, when the current is run through the device, the impurity molecules
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should react to form trapped charge. If the hypothesis that pentacen-6(13H )-one is responsible

for trapped charge, then the codeposition of that molecule in a pentacene thin film should

show trapping. Furthermore, the trapping should have a low onset gating voltage (traps are

easily filled), uniform throughout the film (systemic trapping), and have a trap clearing action

spectrum similar to what is observed in pentacene. NMR and MALDI-TOF experiments to show

the presence of impurity molecules in the film were also conducted, the results of which will be

published in the thesis of L. Brown in 2014.

The results of the codeposition experiments are shown in Figure 3.11. Shown in this figure

are the chemical structures for the codeposited molecule, images of the topography and contact

potential, and graphs of the trap clearing action spectra.

The pentacene control experiment in Figure 3.11(b,c,d) shows topography typical of what has

been observed for few monolayer deposition. Trapping, after applying −60V to the gate electrode

for two minutes, has a inhomogeneous spatial distribution. Since these samples are much thinner

than the 15nm thick samples in the previous experiment, a larger degree of trapping is expected.

The trap clearing action spectrum for the pentacene control sample is also similar to what has

perviously been observed. Some peaks in the trap clearing action spectrum correspond to peaks

in the absorption spectrum, due to clearing by free charge generation. However, there still

remains an observed peak in the trap-clearing spectrum at 500nm that is not correlated with

the absorption spectrum, and is attributed to absorption of the trap molecule.

Codeposition of pentacene with 6,13-pentaquinone shown in Figure 3.11(e,f,g) show markedly

different results. Traps that were populated by applying −40V to the gate electrode for two

minutes show relatively little trapping compared to the pentacene control sample. Trapping

is located near regions of micron-size structural defects. Additionally, the trap clearing action

spectrum for this sample appears to by independent of wavelength of illuminated light. While

the same mechanism of trap decay might be present, it obfuscated by another process which

is much faster. It is concluded that charge traps are cleared primarily by some other process
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Figure 3.11: Codeposition Experiment

Results of the codeposition experiment. Chemical structue of various trap precursor molecules
codeposited with pentacene are shown (left). Images of topography taken by AFM (b,e,h,k)
and contact potential taken by EFM (c,f,i,l) show different behavior for each codeposition. Trap
clearing action spectra, the rate at which traps clear under illumination, are also shown (d,g,j,m).
These spectra are normalized by energy of illuminating light, and have units of (10−4 eV−1 s−1).

(likely thermal) than absorption of light. These results indicate that 6,13-pentaquinone, a widely

studied chemical defect in pentacene [258–261, 261], is not responsible for the trapping observed

in pentacene thin films.

In the experiment where the leading trap candidate, pentacen-6(13H )-one, is codeposited with

pentacene (Figure 3.11(h,i,j)), our initial hypothesis is confirmed. Traps that were populated by

applying −5V to the gate, a much lower gate voltage than in other codeposition samples, show
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uniform trapping throughout the channel. This indicates that trapping in this film is systemic,

due to the ubiquitous presence of the trap precursor molecule. Furthermore, it is observed that

there is a large peak in the trap clearing at 500nm, which corresponds to the anomalous trap

clearing peak in the pentacene control sample and to those in Figure 3.5. It is also interesting

to note that the trap clearing rate in this sample is much less in this sample than in other

codeposition samples. This is due to a hinderance in charge transport.

In the last codeposition experiment with the second trap candidate proposed by Northrup

and Chabinyc [91], 6,13-dihydropentacene (Figure 3.11(k,l,m)), shows spatially inhomogeneous

trapping similar to the pentaquinone sample. However, in this sample, the trap clearing action

spectrum similar to what was observed in the pentacene control sample. This indicates that the

trapping shown is more akin to the natural decay of pentacene, rather than trapping due to the

codeposition of 6,13-dihydropentacene.

3.6 Concluding Remarks

In summary, time- and wavelength-resolved EFM were used to observe local effects of trapped

charge on free carriers, to mechanically detect the electronic spectra of a few hundred molecules

in a thin film, and to uncover new mechanisms of light-induced trap clearing in polycrystalline

pentacene. Previously-proposed mechanisms of trapping/de-trapping involving mid-gap states

at intra-grain regions [84, 85], formation of immobile bipolarons [88], molecular sliding [89],

migration of charge into dielectric layers [85], stabilization of charges by dipoles in dielectric

layers [86, 87], or chemical reactions in the bulk [91–93, 117] cannot simultaneously explain the

spatial distribution of traps and the wavelength dependence of trap clearing observed here. This

work suggests a new mechanism of trap clearing via photoexcitation of the trap species followed

by electron transfer; our spectroscopic trap-clearing data implicate pentacen-6(13H)-one as the

relevant neutral trap precursor. This implication is supported by codeposition experiments that

58



show codeposited samples of pentacene-6(13H)-one on pentacene have systemic trapping and a

trap clearing action spectra similar to aged pentacene. The experimental technique introduced

here opens up exciting possibilities for obtaining electronic spectra of charged trace impurities in

films of π-conjugated molecules. Particularly when augmented by ab initio theory, this technique

is likely to yield much insight into the chemical identity of defects in organic electronic materials.
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CHAPTER 4

EFFICIENCY LOSSES IN POLYMER-BLEND SOLAR CELLS OBSERVED BY

SPECTROSCOPIC PHOTOPOTENTIAL IMAGING

4.1 Introduction

This chapter presents a study of scanning photopotential spectra over bulk heterounction solar

cells. The conclusion of this chapter is that charge trapping exists solar cells with donor-acceptor

intermixing, where trapped charge generates an electric field which that opposes geminate pair

splitting. This work is in conjunction with the work done in chapter 5, and is in submission to

Nature Materials.

Bulk heterojunction cells offer among the highest efficiencies of all organic photovoltaics. In

this work, light-enhanced electric force microscopy and photopotential-fluctuation spectroscopy

are used to investigate the ideality of the p-n heterojunctions present in a polymer-blend solar

cell and thereby elucidate the functional consequences of donor-acceptor intermixing in the film.

Photopotential spectra acquired over a bulk heterojunction film comprised of phase-separated

F8BT and PFB polymers reveal photopotential spectra that (1) do not mirror the polymers’

absorbtion spectra, (2) provide evidence for widespread charge trapping associated with the

photoabsorbtion of F8BT, and (3) show that a photopotential forms across internal p-n junctions

that opposes the separation of geminate pairs. Our findings indicate that the phase boundaries in

the F8BT:PFB blend do not behave as a p-n junction upon illumination and suggest a microscopic

mechanism by which intermixing of phases leads to efficiency loss in a bulk heterojunction solar

cell.

A key parameter determining the efficiency of any solar cell is the open circuit voltage. In

organic bulk heterojunction solar cells, the open-circuit voltage is determined by the energy levels

of the constituent molecules [133, 139] but is also thought to depend critically on photoinduced
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carrier concentration gradients [135], electric-field and disorder-dependent geminate separation

[137, 262] and recombination [100, 138, 141, 144], nanostructure and morphology[145], shunt

resistance [136], and reverse saturation current [142]. Scanning probe measurements of contact

potential and current have been used to infer the role of morphology in determining open-circuit

voltage [145, 161]; however, these studies did not systematically vary the wavelength of the

illuminating light.

This work presents 100 nm resolution images of surface photopotential spectra of a PFB:F8BT

bulk heterojunction film, recorded under 350 nm to 750 nm low-intensity excitation in vacuum

using frequency-modulated Kelvin probe microscopy [101]. By comparing surface photopoten-

tial to absorption spectra, we are able to determine which molecules are responsible for surface

photopotential in the various phases. These spectra reveal new information about charge gen-

eration and trapping unobtainable in experiments conducted at only a few wavelengths. The

PFB:F8BT system was chosen because it is a nominally well-studied model system in which

the role of the heterojunction interface in generating charge nevertheless remains controversial

[132, 161, 169]. The surface photopotential spectra reported here reveal that, in the PFB:F8BT

blend, photoexcitation of the minority component in each phase has a large role in determining to

the open-circuit voltage. We demonstrate that the minority component leads to photopotential

that does not result from transfer of free carriers but rather from trapped charge— a general

efficiency-loss mechanism not considered in previous analyses of intermixing [151, 180].

4.2 Methods

Sample Preparation Methods. Solar cells were fabricated from a 1:1 (unless otherwise noted) so-

lution of PFB (Poly[(9,9-dioctylfluorenyl-2,7-diyl)-co-(N,N-diphenyl)-N,N-di(pbutylphenyl)-1,4-

diamino-benzene)]) and F8BT (Poly[(9,9-dioctylfluorenyl-2,7-diyl)-alt-co-(1,4-benzo-2,1′,3-thiadiazole)])

(American Dye Source, ADS232GE and ADS133YE respectively) dissolved in anhydrous p-xylene
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(Sigma-Aldrich), sonicated for 40 minutes, and heated at 50 ◦C. The 200 nm thick films stud-

ied here were made from a solution of 30 mg PFB/ 30 mg F8BT in 2.5 mL of p-xylene. A

PEDOT:PSS (Clevios PH500) layer was deposited on bare ITO (KinTec, unpatterned) by spin

coating for 60 seconds at 6000 rpm. The PEDOT:PSS layer was annealed at 170 C for 2 min in

atmosphere before the substrates were transferred to a glove box, where the PFB:F8BT solution

was applied by spin coating for 60 seconds at 2000 rpm (approx. 25 nm thickness). Bilayer devices

were fabricated in a method described elsewhere [263]. Samples were transferred under red-light

illumination to scanning probe microscope, with approximately ten minutes of air exposure. It

is known that exposure to air and light on the order of days does not affect surface photovoltage

[166].

Electric Force Microscopy Methods. Contact potential maps were collected by scanning a

metalized cantilever (SPMTips NSC-18; Ti-Pt coated) at 60 nm peak-to-peak oscillation 90nm

(above mean position) across a 6x6 micron area at 4 seconds per line. Tip voltage was modulated

at 160 Hz, 3V zero-to-peak while frequency was demodulated by FPGA (RHK PLLpro) with

an output at 400 Hz bandwidth. First and second harmonics of the cantilever frequency at the

modulation frequency were detected via lock-in (30 ms and 50 ms time constant, respectively).

Signal at first harmonic is nullified by applying additional DC tip voltage, through use of a PID

controller (P=OFF, I= 80Hz, D= .05 ms). The DC tip voltage required to nullify the first

harmonic of the cantilever frequency at the modulation frequency is the contact potential.

Noise Measurements. The cantilever was oscillated via positive feedback with a fixed-amplitude

drive to a zero-to-peak amplitude of 15 nm. The tip was held, except where noted, at a mean

tip-sample distance of d = 90 nm and at a voltage of 5 V above the local electrostatic potential,

Vts − φ = 5 V. The displacement of the cantilever was observed by fiber-optic interferometry,

digitally sampled at 260.0 kHz, and sent to a software frequency demodulator[264] which esti-

mated the instantaneous cantilever frequency at an update rate of 11.82 kHz. The frequency

demodulator output was passed through a 20th order Butterworth bandpass filter centered at fc
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Figure 4.1: Materials assignment

Topography and potential scans of two films with 60:40 and 30:70 concentration of PFB:F8BT.
Recessed PFB-rich domains in the 60:40 sample show higher contact potential. 30:70 PFB:F8BT
films show now mesoscale morphology, similar to studies done by Ginger [265].

(bandwidth = 2×1000Hz). Frequency noise power spectra were obtained by Fourier transforming

the autocorrelation function of the frequency fluctuations, recorded for 8-10 seconds typically,

and averaging Navg = 30 spectra together. The resulting one-sided power spectrum of cantilever

frequency fluctuations was integrated between ≈0.2-0.25 and ≈1.4 Hz to obtain the jitter. An

additional 10 second delay was implemented after any change in the illumination wavelength or

tip voltage.

4.3 Results

Initial experiments were conducted by spinning two films of PFB:F8BT at different concentra-

tions for the purpose of domain assignment, the results of which are shown in Figure 4.1. The

first film, with a concentration of 60:40 PFB to F8BT showed regions of lower topography that

corresponded with higher contact potential, while regions of higher topography corresponded
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Figure 4.2: PFB-F8BT Solar Cell

(a) Scanning EFM image of contact potential in dark conditions. (b) Tapping mode AFM image
of topography on 100-nm thick sample of PFB-F8BT. (c) Chemical structure of F8BT and PFB.
(d) Photovoltaic curve Bulk heterojunction of ITO/PEDOT:PSS/PFB-F8BT/Al device under
AM1.5. Devices show efficiency of .04%.

with lower potential. By comparing to other sutdies[265], PFB-rich regions are assigned to lower

topography, and F8BT-rich regions correspond to higher topography. The second film, with

a concentration of 30:70 PFB to F8BT displayed homogeneity in both topography and contact

potential. This assignment is consistent with studies by Coffey[173], but not those of Chiesa[161].

AFM and EFM experiments show polymers phase separate upon spin casting, as seen in

Figure 4.2(a-b). PFB-rich regions appear to have high contact potential, as well as recessed

topographical features, relative to F8BT regions. The completed solar cells, made from polymers

with chemical structure shown in Figure 4.2(c), were tested under AM1.5 conditions with a light
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Figure 4.3: SEM of PFB-F8BT Solar Cell

SEM image of 500nm thick PFB:F8BT thin film on ITO/PEDOT:PSS. Domains are difficult to
discern.

intensity of 100mWcm−2. Photovoltaic curves of the bulk heterojunction of ITO/ PEDOT:PSS/

PFB:F8BT/Al device under AM1.5. Devices show efficiency of .04% (Figure 4.2(d)). These

device efficiencies are similar to devices made by other groups [266, 267]. While this efficiency is

low, this value is not close to peak efficiencies obtained for these materials. PFB:F8BT solar cells

spun from different solvents obtain smaller domains, which achieve higher efficiencies. However,

cells with smaller domain sizes are more difficult to study with EFM, as the domain sizes are on

the order of the resolution achievable with this technique.

In an attempt to gain an idea of vertical morphology in this film, SEM images of a cross section

of a thick PFB:F8BT film were taken (Figure 4.3). Although domains are readily apparent in

EFM images and somewhat apparent in AFM images, domains in SEM images are difficult to

discern. Even though these polymers can conduct, low accelerating voltages are required to avoid

charging over time. Though SEM has been used to image other polymers [268], the resolution

between different materials at low accelerating voltages is not enough to image films of PFB and

F8BT.

A PFB(donor):F8BT(acceptor) blend film with a 50:50 composition ratio was fabricated on

a PEDOT:PSS/ITO bottom contact. Images of surface potential were acquired in the dark
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Figure 4.4: Wavelength-resolved surface potentiometry of a PFB/F8BT film.

(a) Normalized absorbance spectra of PFB and F8BT, reproduced from Kietzke [267]. (b) Maps
of surface potential φ at various wavelengths. The upper inset shows the surface topography of
the film. (c) Surface potential histograms at various wavelengths. Each histogram was fit to a
sum of three Gaussians. The best-fit line is displayed in red. For comparison, vertical dotted
lines have been drawn at the best-fit dark potential for the F8FT-rich regions (φdark = 0.48 V)
and the PFB-rich regions (φdark = 0.80 V).

and under illumination, with the wavelength of the incident radiation stepped from 350 nm

to 750 nm in 10 nm steps. Figure 4.4 displays images of surface potential φ at representative

irradiation wavelengths λ. A topographic image and bulk optical absorption spectra are shown

for comparison.

Histograms of surface potential (Figure 4.4c) show a bimodal distribution corresponding to

PFB-rich and F8BT-rich regions. By comparing surface potential images acquired over samples

of various PFB:F8BT ratios, we assign the low potential areas in Figure 4.4b to F8BT-rich

regions and the high potential areas to PFB-rich regions (Figure 4.1). The left and right vertical

lines in Figure 4.4c indicate the potential of the F8BT-rich and PFB-rich regions, respectively,

in the dark.

To quantify the change in surface potential with illumination wavelength, the histogram
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Figure 4.5: Photovoltage vs Absorbance

Surface photovoltage spectra over films prepared on ITO/PEDOT-PSS: (a) photovoltage spec-
trum of F8BT-rich regions in the bulk heterojunction film (left, blue open circles), absorption
spectrum of F8BT (left, red solid line), and photovoltage spectrum over an F8BT control sample
(right, black open circles); (b) photovoltage spectrum of PFB-rich regions in the bulk hetero-
junction film (left, blue open squares), absorption spectrum of PFB (left, magenta solid line),
and photovoltage spectrum over a PFB control sample (right, black open squares); and (c)
photovoltage spectrum over an F8BT/PFB bilayer film (right-pointing blue triangles), absorp-
tion spectrum of F8BT (red solid line) and absorption spectrum of PFB (magneta solid line).
(d) Surface photovoltage spectra of a PFB:F8BT bulk heterojunction film prepared on an alu-
minum substrate (left-pointing blue triangles), with F8BT and PFB absorption spectra shown
for comparison. The y-axis has been inverted in (a-c) to facilitate comparing photovoltage and
absorption spectra.
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data of Figure 4.4c was fit to a sum of three Gaussians to represent F8BT-rich, PFB-rich, and

interfacial regions. The extracted mean potential over the F8BT-rich and PFB-rich regions is

plotted versus wavelength in Figure 4.5a,b. F8BT and PFB absorption spectra are plotted out for

comparison. A bilayer control sample was also prepared via spin coating and lamination. This

sample’s photopotential decreases upon illumination (Figure 4.5c), consistent with a vertical

transfer of electrons from PFB to F8BT, and changes monotonically as λ passes through the

F8BT and PFB absorption maxima. Samples of PFB:F8BT on aluminum shows a photopotential

spectrum (Figure 4.5d) that only tracks F8BT absorption with a positive change in contact

potential.

The sign of the surface photopotential over PFB-rich regions is unexpected. The surface pho-

topotential decreases not only over F8BT-rich regions but also over PFB-regions as well upon

illumination. This observation contradicts the picture of the PFB/F8BT junction as a diode in

which electrons are transferred from PFB to F8BT upon dissociation of excitons at the interface;

this simple diode model predicts that upon illumination, the potential should increase in PFB-

rich regions and decrease in F8BT-rich regions. Instead, our data indicates a net photoinduced

transfer of electrons from PEDOT:PSS/ITO into both F8BT-rich and PFB-rich regions. Matur-

ova and co-workers [165] have observed an analogous net photoinjection of electrons from the

substrate into both donor and acceptor phases under single-wavelength illumination in polymer-

fullerene bulk heterojunctions. By scanning the wavelength of illuminated light, we find here

that the surface photopotential spectrum does not track the absorption spectrum of the majority

component in either phase. The photopotential spectrum over PFB-rich regions in fact appears

to be dominated by F8BT absorption. The photopotential spectrum over F8BT-rich regions, in

contrast, shows an early onset at low λ and a feature at high λ whose wavelength dependence

mirrors PFB absorption. Photopotential here is not due to internal photoemission from the PE-

DOT:PSS/ITO substrate, as control samples of pure F8BT and PFB on the substrate showed

no significant surface photopotential in the observed wavelength range (Figure 4.5(a-b)).
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4.4 Discussion

4.4.1 PN-Junction Approximation

The simplest model to describe the operation of these cells is that of a PN-junction. A PN-

junction is a type of diode where an n-type material, a material in which electrons are the

majority carrier, is brought in contact with a p-type material. Figure 4.6 gives a rudimentary

illustration of a PN-junction. The Fermi levels, the chemical potential of electrons, are unaligned

before the materials come in contact. After the materials are brought in to contact, mobile charge

moves in order to equalize the chemical potential. When the Fermi levels are equalized, charge

stops flowing, and the junction is at steady state. The charge that transferred from one material

to the other remains in proximity to the interface. This area is called the depletion region. In

the n-type material, the depletion region contains holes. From Poisson’s equation, where the

electric field and potential are functions of spatially distributed charge density, it can be shown

that there is an electrical potential installed between the materials. This is called the built-in

potential.

In the PN-junction picture under illumination, mobile charges generated in the semiconduct-

ing material move under the influence of the potential gradient (electric-field). As described in

Figure 4.7, mobile electrons move into the n-type material, while mobile holes move into the p-

type material. This reduces the depletion width in the PN-junction. Consequently, this reduces

the built-in potential and band bending at the interface between p-type and n-type materials.

4.4.2 Potential Contrast Under Dark Conditions

Contrast between two components of bulk heterojunction thin films in the dark contact potential

images has been observed before, [160, 161, 163], explained with a detailed description from
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Figure 4.6: PN Junction

Schematic of a PN junction. Before materials are brought into contact, Fermi levels are unaligned
(dot-dash lines). After materials are brought into contact, Fermi levels equalize. This establishes
a region of charge density (ρ) at the interface called the depletion region. It also gives rise to an
increase in potential (φ) over the n-type region, known as the built-in potential.

Tengstedt et al. [269]. Contact potential contrast arising from the exchange of charge between

active materials has been observed in wide bandgap semiconductors [270], but is thought to be

small in fluorinated polymers used in solar cells [271]. The presence of contrast in the dark

images is to some extent remarkable, because in the dark charges are thought to be absent in

pristine, undoped organic semiconductors. It has been thought that the contact potential should

be determined by the work function difference between the tip and the PEDOT:PSS bottom

electrode. The crucial point in explaining the dark contrast is the alignment of the donor and

acceptor HOMO levels with the work function level of the bottom electrode. Presented here is an
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Figure 4.7: PN Junction under Illumination

Under illumination, mobile charges move under the influence of the local electric field at the PN
junction interface. This, in turn, narrows the depletion region and lowers the built-in potential.

rough calculation of depletion widths assuming interfaces can be treated as Schottky junctions.

The concentration of holes in the semiconductor at the PEDOT:PSS interface, ρ0, depends

on the magnitude of the hole injection barrier φh, and the density of states(N0) at E = µm in

the semiconductor and kBT the thermal energy as,

ρ0 = N0e
qφh/kBT . (4.1)

As a consequence of the small barrier to injection, seen in the energy level diagram for the
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Figure 4.8: ITO/ PEDOT:PSS/ PFB:F8BT/ Al

Energy level diagram of ITO/ PEDOT:PSS/ PFB:F8BT/ Al taken from literature[141, 272–274].

device (Figure 4.8), these carriers will move into the organic layer. This only occurs when the

work function of the underlying substrate is near the ionization potential (HOMO level to vacuum

level) of the organic polymer, where the barrier to hole injection is small [269, 275, 276]. Since

the hole injection barriers φh of PFB and F8BT with PEDOT:PSS are approximately 0 - 0.1

and 0.7 - 1.1 eV, respectively, holes diffuse into PFB near the ITO/PEDOT:PSS interface. On

aluminum, the barrier to hole injection is much larger for both materials. As a consequence, very

little positive charge migrates from aluminum into the semiconductor.

To fully understand the dark contrast in thee images of contact potential, shown in Figure

4.9, depletion lengths must also be considered. In the case of an intrinsic semiconductor with

intrinsic level εi on a metal with work function µm, the depletion length at the metal-organic

interface can be derived from the potential drop across the interface, ψs = µm − εi. To estimate

the diffusion length, the first step is to derive the intrinsic carrier density ni. For an intrinsic

semiconductor with a bandgap energy εg,

ni = ρne
σ2/4τ2eεg/2kbT . (4.2)

Using a molecular number density of ρn = 1027m−3 ,[277] an energetic disorder of σ =

0.15eV [278]. Using the estimated bandgap for PFB and F8BT, ni = 1 × 107m−3 in PFB and

ni = 5 × 109m−3 in F8BT. Next, for simplification of the math, it is convenient to write a
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Figure 4.9: Contact potential maps

Contact potential maps of ITO/ PEDOT:PSS/ PFB:F8BT (left) and Aluminum/PFB:F8BT.
The film on ITO has a dark potential contrast while the film on Aluminum does not. The
difference in contact potential on ITO/ PEDOT:PSS/ PFB:F8BT has a depletion width of ∼ 100
nanometers.

characteristic length scale xi in terms of the carrier density.

xi =

(
2kbTε

q2ni

)1/2

. (4.3)

For room temperature, with the estimated intrinsic level, the depletion length for a Schottky

diode is a well known function of the built-in potential, and is given by,

x0 = xi

(
qVbi
kbT

)1/2

. (4.4)

In the Schottky diode model, taking Vbi = ψs, depletion lengths on ITO/PEDOT:PSS are

estimated to be 7 meters and 12 centimeters in PFB and F8BT, respectively. These depletion

lengths are much larger than the thickness of the film. What the Schottky diode model predicts

as that little charge is injected into the material at this length scale. As there is an observable
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contact potential difference in the EFM experiment, this result is unphysical. What most accu-

rately describes the behavior in this solar cell is Mott-Gurney theory on the injection of carriers

from a metal into a semiconductor. This theory, similar to Gouy-Chapman theory in electro-

chemistry, predicts a build-up of electric potential at the metal interface ψd that affects charges

in the bulk of the organic. Mott-Gurney theory mathematically differs from Shottky theory

by having non-zero boundary conditions for the local potential at the metal-organic interface.

When ψs = εi − µm is large, εi estimated here to be in the middle of the band gap (3.5eV and

4.4eV in PFB and F8BT respectively), the depletion length from Schottky theory is significantly

modified. Qualitatively, the larger the electric potential buildup at the interface, the shorter the

depletion length. With some derivation [279], the depletion length derived from Mott-Gurney

theory is

x0 =
xi

2cosh(qψs/2kbT )
. (4.5)

On ITO/PEDOT:PSS, the modified depletion lengths from Equation 4.5 are estimated as

10−13 meters and 500 nanometers in PFB and F8BT respectively. This is more reasonable given

the dark contrast in the contact potential maps. On aluminum, psis is much smaller in PFB. This

gives modified depletion widths as 66 microns and 20 microns in PFB and F8BT respectively.

As the depletion widths are much larger than the thickness of the film in this case, no contact

potential shift between the metal and organic is expected.

To complete the picture of depletion length, the organic-organic interface must also be inves-

tigated. In a derivation by Marohn[280], potential due to interfacial charge density is shown to

behave as a kind of lever rule, given by

γ =
ψPFBs

ψF8BT
s

=
εPFBg − εF8BT

g

2kbT
≈ between 2 and 13. (4.6)

. For this case, most of the potential-drop is expected in PFB. With additional condition
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thatψPFB + ψF8BT = εPFBi − εF8BT
i = 1.1eV , the depletion length is derived to be

xPFB0 ≈ xi
64
e−qψ

PFB
s /2kbT ;xF8BT

0 ≈ xi
64
e−qψ

F8BT
s /2kbT (4.7)

Between the organic-organic interface, for γ = 2 the calculated depletion length in PFB is

10 nanometers, while F8BT is 600 nanometers. This is within an order of magnitude of the

observed organic-organic depletion length in ITO/ PEDOT:PSS/ PFB:F8BT of roughly 100

nanometers. Since these equations are sensitive to small changes in ψs, and that this calculation

is an approximation, the result for the depletion length is within reason.

4.4.3 ITO/PEDOT:PSS/PFB:F8BT Under Illumination

Under illumination, the contact potential shown in Figure 4.5 decreases in both regions upon

illumination over ITO/ PEDOT:PSS/ PFB:F8BT. This observation contradicts the simple pic-

ture demonstrated in Figure 4.7 where the PFB/F8BT junction serves as a diode in which

charges are transferred between materials upon dissociation of excitons at the interface. This

simple diode model predicts that upon illumination the potential should increase in PFB and

decrease in F8BT. Instead, our data indicates a net photoinduced transfer of electrons from

ITO/PEDOT:PSS into both F8BT and PFB. The sign of contact potential shift in PFB is op-

posite what is expected in the PN junction approximation.

To explain the photopotential spectra, we must invoke intermixing of the active materials.

Both photoluminescence [267] and X-ray spectroscopy [154] studies show the presence of F8BT

in the PFB-rich phase and a lack of intermixing of PFB in the F8BT-rich phase. The surface

photopotential spectra expected for such an intermixed film are sketched in Figure 4.11. The

relevant energy levels of the active materials [141, 273] are sketched in Figure 4.11a. Figures

4.11(b,c) illustrate free charges generated at PFB/F8BT interfaces present in micron-scale and
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Figure 4.10: Composition Maps

Quantitative F8BT (a) and PFB (b) composition maps and AFM image of 1:1 blend (c) on
ITO/PEDOT:PSS obtained by scanning transmission x-ray microscopy (STXM). Reproduced
from McNeill et al. [281].

nano-scale domains. At the F8BT/PFB interface in micron-scale domains, free charge can result

from optical absorption of either F8BT, 1, or PFB, 2. Analogous optical absorptions, 3 and

4, in nano-scale domains of F8BT present in the PFB-rich phase also result in the creation

of free carriers at the F8BT/PFB interface. We would expect holes generated in PFB via

processes 1 or 2 to flow to ITO and attract electrons generated in F8BT to the ITO interface.

The small charge dipole expected from this process is inconsistent with the comparatively large

photopotential apparent in the data of Figure 4.5. The large (negative) surface photopotential

observed over F8BT-rich regions can be explained by the presence of trapped electrons in the

bulk of F8BT. Consistent with experiment, our model in Figure 4.11 predicts that electrons

generated in F8BT via processes 3 or 4 remain trapped in nanoscale domains while holes flow to

ITO, likewise generating a large charge dipole. A summary of photopotential spectra expected

from processes 1–4 over the two sample regions is presented in Figure 4.11d,e. Comparing the

predicted spectra of Figure 4.11d,e to the observed spectra of Figure 4.5a,b, we conclude that the

yield of photogenerated charge at the F8BT/PFB interface in the nano-scale domains is much

higher following F8BT absorption, 3, than PFB absorption, 4. With this caveat, the phase-

composition data of other studies[154, 267] and the model of Figure 4.11explains the observed

photopotential spectra.

The shift in contact potential under illumination can not be attributed to exciton splitting at

the metal-semiconductor interface, or intrinsic absorption effects (such as photochemistry), since
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Figure 4.11: Diagram of charge transfer in ITO/PEDOT:PSS/PFB:F8BT

ITO/PEDOT:PSS/PFB:F8BT under illumination: (a) Energy level diagram of
ITO/PEDOT:PSS/PFB:F8BT. (b) Light absorption generates free charges at the micron-
scale F8BT/PFB interface (processes 1 and 2) or in (c) nano-scale domains in the PFB-rich
material (processes 3 and 4). Sketches of the expected photopotential spectra over (d) F8BT-rich
regions and (e) PFB-rich regions arising from the photogenerated charges sketched in (b) and
(c). The data of Figure 4.5 are consistent with processes 1, 2, and 3 and inconsistent with process
4. Note that the potential scale in (d,e) is negative, in order to compare to Figure 4.5(a-c).
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no surface photovoltage is observed in films of ITO/PEDOT:PSS/F8BT nor ITO/PEDOT:PSS/PFB

(Figure 4.5(e-f)). Instead, contact potential shifts are attributed to an increase of free carriers

in PFB and F8BT [161, 282]. These free carriers can affect contact potential in each material by:

(1) modifying the density of carriers, (2) filling trap states, or (3) accumulating in the minority

component of the phase-separated polymer.

Absorption can occur near the F8BT-PFB mesoscale interface by the absorption of F8BT (1)

or PFB (2). Absorption can also take place in the nanoscale phase interface by the absorption of

F8BT (3) or PFB (4). A model of this is shown in Figure 4.11(b). To understand the processes

prevalent to the photovoltage, a rough sketch of the response for each process is shown in Figure

4.11(c-d). In processes 1 and 2, the material at the bulk interface is excited, leaving an electron in

F8BT-rich phase and a short lived hole in PFB-rich phase. In process 3, F8BT in the nanoscale

phase is excited, leaving an electron and a short-lived hole in the PFB-rich region. In process 4,

PFB near the nanoscale phase F8BT is excited, with the same result as process 3. A combination

of processes 1,2, and 3 best describe our photovoltage spectra. Note that photovoltage has the

opposite sign as contact potential. Process 4 could possibly be mitigated by absorption in bulk

PFB before reaching the nanoscale interface.

The open circuit potential of the device is approximated as the difference in the contact

potential between the two regions[161]. As charge accumulates in the nanoscale region, the

electric field throughout the film is greatly affected. This serves to reduce contact potential

between PFB-rich and F8BT-rich regions, providing evidence of a reduced open circuit voltage

in the device.

4.4.4 Al/PFB:F8BT Under Illumination

Photovoltage measurements over Al/PFB:F8BT shown in Figure 4.9, reveal two curious features.

The first of which is that there is no contrast in contact potential between PFB-rich and F8BT-
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rich regions. The second, is that the photovoltage spectrum follows the absorption of F8BT,

with little effect from PFB absorption.

The lack of contrast, as discussed before, can be explained the long diffusion lengths in

Al/PFB:F8BT. Even though charge preferentially tends towards one domain over another, there

is not enough difference in charge accumulation between the domains to be observable by EFM.

Also observed through EFM is the large positive shift in contact potential when F8BT absorbs

light. In this case, free electrons are generated which are extracted through the aluminum

substrate. This leaves holes behind, which cause a positive change in contact potential. The

fact that this contact potential shift does not occur under PFB absorption suggests that F8BT

absorption is primarily responsible for charge generation in films of Al/PFB:F8BT.

4.5 Concluding Remarks

Introduced in this work is the first use of surface photovoltage spectroscopy imaging as a tool

for probing the fate of photogenerated charges in a bulk heterojunction solar cell film and for

investigating mechanisms of open circuit losses in bulk heterojunction solar cells.

Findings in this chapter show the PFB/F8BT mesoscale interface on PEDOT:PSS/ITO does

not behave as a p-n junction under illumination. Our results imply that the presence of the

F8BT minority component in the PFB-rich phase has serious functional consequences in a bulk

heterojunction solar cell. The nanoscale mixing leads to charge trapping and a surface photopo-

tential that opposes exciton splitting at the interphase regions. This finding is in contrast to

work done by Chiesa et al. [161], which suggests that disconnected micron-scale capping layers

of PFB were responsible for charge trapping. These results suggest that patterned organic solar

cells, with regions of a single material, would not suffer from this loss mechanism [268].
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CHAPTER 5

ELECTRON TRAPPING IN POLYMER-BLEND SOLAR CELLS OBSERVED

BY SPECTROSCOPIC PHOTOPOTENTIAL FLUCTUATIONS

5.1 Introduction

Measurements of contact potential detect electric fields from mobile and trapped carriers. Here

we introduce the use of cantilever frequency noise measurements to probe voltage fluctuations

arising from photoinduced carriers. We study cantilever frequency noise spectra as a function of

irradiation wavelength, height, and tip-voltage. The resulting voltage-fluctuation spectra show a

wavelength dependence distinct from the surface photopotential data. The spectra mirror the

absorption of F8BT in both phases, which indicates that electron trapping occurs in F8BT in

both PFB-rich and F8BT-rich regions.

This work sets precedent for detection of local contact potential noise measurements in a solar

cell. Bulk voltage-noise measurements have been used to study trapping-detrapping fluctuations

[283] and percolation transport [284] in organic semiconductor films while cantilever frequency

noise has been used to study charge blinking [194], generation-recombination noise in inorganic

semiconductor heterojunctions [223], and dielectric fluctuations in thin polymer films[264, 285].

From experiments of photopotential fluctuations versus illumination wavelength, frequency, tip-

sample distance, and applied tip voltage, we have approximated a local spatial density of vacant

electron traps in F8BT. In samples with less trapping, theory shows photopotential fluctuation

spectroscopy can be a tool used to determine the local mobility of free charges.

The work in this chapter establishes that contact potential fluctuations over bulk hetero-

junction solar cells due to trapping-detrapping processes. Fluctuations give rise to stochastic

force gradients and cause cantilever frequency noise. Charged AFM cantilevers have been used

to observe dissipation due to free and trapped carriers in semiconductors [212–214], and image
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currents in metals [215–217]. Magnetic-tipped AFM cantilevers have been used to probe dissi-

pation associated with domain wall motion in ferromagnets [218, 219], eddy currents in metals

[220], and thermomagnetic fluctuations in submicron magnetic particles[221, 222]. Cantilever

frequency noise has been used to study charge blinking in inorganic semiconductor nanoparticles

[194] and generation-recombination noise in inorganic semiconductor heterojunctions [223]. For

more background literature on the applied theory behind cantilever frequency noise, consult Nik

Hoepker’s thesis ( 2012).

5.2 Methods

In these experiments, the cantilever is driven into self oscillation via positive feedback, and its

instantaneous resonance frequency recorded with sub-millisecond temporal resolution using a

software frequency demodulator. An instantaneous cantilever frequency deviation is computed,

δfc(t) = fc(t)−fc, and a one-sided power spectrum of cantilever frequency fluctuations calculated

from

Pδfc(f) = 4

∫ ∞
0

dt cos (2πft) 〈δfc(t) δfc(0)〉. (5.1)

See methods section for further details.

To study the dependence of cantilever frequency fluctuations on irradiation wavelength, tip

voltage, and distance, it is convenient to display an integrated frequency noise or “jitter”:

J ≡
∫ fu

fl

Pδfc(f) d (5.2)

where fl and fu are the lower and upper frequency cutoffs, respectively. To capture the low-

frequency fluctuations in Figure 5.2, the bounds of frequency measurement were set fl = 0.2 Hz

and fu = 1.4 Hz and call the integrated frequency noise JL. To capture the jitter associated with

higher-frequency fluctuations, JH , the bounds of frequency measurement were set fl = 2.6 Hz

and fu = 4.2 Hz.
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The cantilever was oscillated at 30nm peak to peak amplitude with a mean tip sample dis-

tance of 90nm, unless otherwise reported. Tip voltage was maintained at 5 volts above the

contact potential, except for the voltage dependent studies. Frequency noise measurements were

recorded for 8 seconds, with a 10 second delay after any change in illumination wavelength or

tip voltage. Thirty averages (unless otherwise noted) of the cantilever frequency power spectrum

was integrated between .25 and 1.25Hz to obtain the value for jitter. Frequency data is sampled

at 260kHz with a Nyquist frequency of demodulation at 6kHz. An order 20 filter at 1kHz is

imposed on the power spectrum to prevent noise folding.

A number of control experiments in this work are described which elucidate the origin of

cantilever frequency noise. Two sources of cantilever frequency noise are fluctuations in the

tip-sample distance and fluctuations in the contact potential.

5.2.1 Noise From Contact Potential Fluctuations

For frequency noise arising from fluctuating contact potentials (φc(t) = φc0 + δφ(t)), recall

the formula for energy stored in a capacitor (see methods section of thesis). To first order,

the fluctuation in the energy stored in the tip-sample capacitor and the resulting frequency

fluctuations is given by

δE(t) ≡ (VT − δφ)C(z)δφc(t) (5.3)

δfc = − fc
4kc

∂2C

∂z2
(VT − φc)2 (5.4)

Pfc(f) =

(
fc(VT − φc0)

2kc

)2(
∂2C

∂z2

)2

Pδφ(f) (5.5)
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These equations show that noise in the static frequency fluctuations due to fluctuations in contact

potential should follow the square of tip voltage. To first order, Pfc also follows the square of

the tip voltage. The calculation of the source of contact potential noise is not trivial, and is the

result of an upcoming publication from N. Hoepker and S. Lekala.

Cantilever frequency noise from contact potential fluctuations can be due to a number of

sources, such as diffusion and trapping-detrapping processes. A theory describing the origins of

contact potential noise in PFB-F8BT is outlined in the discussion section of this chapter. For a

detailed derivation, consult Nik Hoepker’s thesis.

5.2.2 Noise From Tip-Sample Distance Fluctuations

In addition to noise from fluctuations in the contact potential, noise in the cantilever frequency

can also arise from noise in the average tip sample distance. This is attributed to nm-scale vibra-

tions in the XY stage. In order to analyze the contribution to measured probe frequency fluctu-

ations from external mechanical vibrations, the tip-sample separation z has added a stochastic

fluctuation δz(t). To first order,

δfc = −1

2

∂3C

∂z3
(VT − φc)2δz(t) (5.6)

The effect of the power spectrum of position noise Pδz(f) on the power spectrum of cantilever

frequency noise Pfc is then calculated be

Pfc(f) =

(
∂3C

∂z3
(VT − φc)2 fc

4kc

)2

Pδz(f) (5.7)

Here, Pfc is dependent on tip voltage to the fourth power. This discrepancy with noise from

fluctuations in contact potential can be used to differentiate the two sources of noise.
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5.2.3 Modeling

Stochastic charge motion in the sample will lead to fluctuations in electrostatic potential, electric

field, and electric field gradients, all of which can potentially couple to tip charge to yield a

cantilever frequency shift. The frequency noise experienced by the tip can be written in terms

of Pφ(z1),φ(z2) , the power spectrum of the time-domain correlation function 〈φ(z1, t) φ(z2, t)〉 of

the sample’s electrostatic potential at a given height and lateral position. At large tip-sample

separations d, the cantilever tip can be modeled as a cone, whereas at close separations it is

better approximated as a sphere [286]. For a sphere, the frequency noise is given by [287]

P sphere
δfc

(f, d) =
f 2
c (Vts − φs)2

4k2
c

× ∂2
z1
∂2
z2

[
C(z1)C(z2)Pφ(z1),φ(z2)(f)

]
|d=z1=z2 . (5.8)

with fc and kc the cantilever resonance frequency and spring constant, respectively, C the tip-

sample capacitance, VT the voltage applied between the tip and the sample, and φs the sample’s

local surface potential. From this point in the derivation, it is convenient to write (∂2C/∂z2) ≡

Cn(z). To treat the case of a cone, we model the cone with capacitance, B, as having a uniform

density of line charge λ = B(VT −φs). Within this approximation, the cantilever frequency noise

spectrum is given by [287]

P cone
δf (f, d) =

f 2
c (Vts − φs)2

4k2
c

×B2 ∂z1∂z2Pφ(z1),φ(z2)(f)|d=z1=z2 . (5.9)

5.3 Results

5.3.1 Material Dependence

In the bulk heterojunction cell, there are two active materials. Regions rich with electron donat-

ing material (PFB), and regions rich with electron accepting material (F8BT). In the previous

chapter, it was observed that PFB rich regions had a higher contact potential than F8BT regions.

Figure 5.1 gives a contact potential map of the experiments contained in this chapter. Other
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Figure 5.1: Single point measurement sampling locations.

Surface potential images of ITO/ PEDOT:PSS/ PFB:F8BT. Measurements taken over F8BT-
rich regions were at location ‘A’ while measurements over PFB-rich regions were taken at ‘B’.
Other measurements that corroborated initial findings were conduct at other points within the
sample.

Figure 5.2: Power spectral density versus illuminated wavelength.

Power spectral density (PSD) of cantilever frequency fluctuations, Pδfc(f), versus frequency,
f , recorded over an F8BT-rich region during illumination at the indicated wavelength. The
shaded areas highlight (i) low-frequency fluctuations (labeled “L”, 0.2 to 1.4 Hz) arising from
light-dependent processes in the sample and (ii) light-independent high-frequency fluctuations
(labeled “H”, 2.6 to 4.2 Hz) arising from relative tip-sample motion.

locations and films were tested on ITO/PEDOT:PSS were tested with similar results. Through

the rest of this chapter, F8BT-rich regions refer to location ‘A’, while PFB-rich regions refer to

location B. The results from control experiments will be conducted over each region will help

determine the origin of cantilever frequency noise.
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Figure 5.3: Jitter versus tip-voltage.

Cantilever frequency jitter versus tip voltage over (a) an F8BT-rich region (circles) and (b) a
PFB-rich region (squares). Jitter at low frequency JL and high frequency JH is plotted on the
left and right, respectively, under both illumination (λ = 450 nm; blue, upper curves) and in
the dark (black, lower curves). Data was fit to either a J ∝ V 2 function (solid lines) or J ∝ V 4

function (dashed lines), as discussed in the text.

5.3.2 Power Spectral Density

To establish that photoinduced charge leads to measurably large electrostatic potential fluctua-

tions, power spectra of cantilever frequency fluctuations are collected over an F8BT-rich region

as a function of irradiation wavelength. The resulting power spectra exhibit low-frequency fluc-

tuations (“L” in Figure 5.2) showing a strong wavelength dependence, and higher-frequency

fluctuations (“H” in Figure 5.2) which are essentially wavelength independent.
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5.3.3 Tip Voltage Dependence

The dependence of cantilever frequency jitter on tip voltage is shown in Figure 5.3. High-

frequency jitter shows, under both illumination and in the dark, a clear V 4-dependence on tip

voltage; curve-fitting details and results are given in supporting information at the end of this

chapter. This dependence is consistent with Equation 5.7 and proves definitively that the high-

frequency jitter, JH , is due to environmental vibrations. In the dark, the low-frequency jitter

over both PFB-rich and F8BT-rich regions shows a modest dependence on tip voltage. Since

V 2 (Equation 5.5) and a V 4 (Equation 5.7) dependence can not be readily distinguished, low-

frequency jitter observed in the dark is likely also dominated by environmental vibrations.

Under illumination, however, the low-frequency jitter over F8BT increases by orders of mag-

nitude above the background at modest voltage and clearly follows a V 2 dependence, consistent

with Equation 5.5 and the assertion that low-frequency jitter arises from photoinduced electro-

static potential fluctuations in the sample. The fact that JL over F8BT strictly follows a V 2

dependence indicates that the tip is passively observing the sample’s fluctuating electrostatic

potential. Low-frequency jitter over the illuminated PFB-rich region likewise increases by orders

of magnitude as the tip voltage is increased by just a few volts. Interestingly, the jitter follows

a V 2 law only approximately, with larger fluctuations observed at positive tip bias, suggesting

that the tip over PFB is affecting the density of photoinduced charge. The interactions of the

cantilever over PFB-rich regions was quite strong when the applied tip voltage was large, so the

anomalous effect on noise is not surprising.

5.3.4 Illuminated Wavelength Dependence

In Figure 5.4 are graphs of low-frequency and high-frequency cantilever frequency jitter versus

wavelength over an F8BT-rich and a PFB-rich region. The high-frequency jitter, JH , over both

regions is wavelength independent, corroborating the assignment that frequency fluctuations in
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Figure 5.4: Jitter versus illuminated wavelength.

Jitter versus wavelength spectra recorded at two locations over the PFB/F8BT bulk heterojunc-
tion film (a) over an F8BT-rich region at low frequency (upper; black open circles) and at high
frequency (lower; black open circles) and (b) over a PFB-rich region at low frequency (upper;
black open squares) and at high frequency (lower; black open squares). Solid blue lines are fits
to a single Gaussian plus a background.

the “H” window of 5.2 are due to environmental vibrations. The low-frequency jitter, JL, in

contrast, is strongly dependent on wavelength; JL is more than a factor of thirty above the

background near its peak at 450 nm.

According to the results of the previous chapter, the local electrostatic potential over ITO/

PEDOT:PSS/ PFB:F8BT is wavelength dependent. Since jitter is expected to depend on either

(VT−φ)2 (Equation 5.5) or (VT−φ)4 (5.7), great care was taken to determine φ at each illuminated

wavelength in Figure 5.4 and adjust the tip voltage accordingly to keep VT − φ = 5 V. The fact

that JH shows no systematic dependence on λ demonstrates that the wavelength dependence

of JL is not due to failure to accurately track φ. The low-frequency jitter over both regions

under illumination is well described by a single Gaussian with a width of approximately 35 nm

over both regions and a center wavelength over F8BT-rich and PFB-rich regions, respectively, of

λF8BT
c = 457± 7 nm and λPFB

c = 463± 4 nm. Details in the fitting are given in the supplemental

information of this chapter.
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Figure 5.5: Jitter fit details versus illuminated wavelength.

Potential versus light intensity over F8BT(Left) Integrated power spectral density (Jitter), pref-
actor, and frequency fall off over F8BT versus illuminated wavelength. (Right)Integrated power
spectral density (Jitter), prefactor, and frequency fall off over PFB versus illuminated wavelength.

In addition to the integrated power spectral density (jitter) at low frequency being a function

of illuminated wavelength, the shape of PSD is also affected by illumination. With a proper

theory in place, the shape of the PSD can be used to identify the source of frequency noise.

In the same regime where JL is measured, the power spectral density of cantilever frequency is

described as

Pδfc(f) ≈ Pδfc(1Hz)fn (5.10)

with prefactor, Pδfc(1Hz), and power n. In Figure 5.5, PSD shape in terms of prefactor and

power are given over F8BT (left) and PFB (right). The summary of the fitting is display in
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Table 5.1: Mean exponent n.

sample
power n

400 to 500 nm 600 to 700 nm

F8BT-rich light 1.505± 0.056 1.025± 0.057

PFB-rich light 1.466± 0.075 1.058± 0.072

Figure 5.6: α versus illuminated wavelength.

Curvature of the frequency vs tip-voltage parabola,α, versus wavelength. Cantilever amplitude
30 nm peak to peak, 75 nm above the bottom of oscillation (90nm from mean position).

Table 5.1. At wavelengths from 400nm to 500nm, where noise from illumination is greatest, the

power law best describing PSD is n ≈ 1.5. At wavelengths of illumination where noise level is

indistinguishable from dark, n ≈ 1.0. This again suggests that the main source of noise under

illumination is different than what is observed in the dark.

Since frequency noise depends greatly on the tip-sample capacitance, it must also be estab-

lished that light is not serving to increase the capacitance instead of the contact potential noise.

In that case, it is simply easier to measure capacitance as a function of wavelength. The ∆fc

versus VT data was fit to a parabola to obtain the curvature α in units of Hz/V2 and the local

electrostatic potential φ in V. As α(d) = fc(∂
2C/∂z2)/4kc, this provides a direct measure of the

second derivative of capacitance with respect to tip height.

The measured α as a function of illuminated wavelength is shown in Figure 5.6. There is

no large change in α which can explains the cantilever frequency noise observed in Figure 5.4.
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Figure 5.7: α versus distance d.

This establishes that increased frequency noise is due to fluctuations in the contact potential,

not increased tip-sample capacitance under illumination.

5.3.5 Tip-Sample Distance Dependence

In addition to dependencies on tip-sample voltage and illuminated wavelength, tip-sample dis-

tance dependence can also serve as a valuable tool in determining the source of cantilever fre-

quency noise.

The curvature α of the cantilever frequency vs applied tip voltage was studied as a function

of distance d; the resulting data is shown in Figure 5.7. The curvature data was fit to a power

law,

α(d) = αr

(
dr
d

)n
, (5.11)

with n the power, dr a reference distance, and αr the curvature of the parabola at the

reference distance. Fits were made with dr = 90 nm; results are reported in Table 5.2. Since α

and capacitance are related, the power n is also the best-fit power describing the decay of the

91



Table 5.2: α versus height fit results. Error bars represent 95% confidence
intervals.

sample
αr n

×10−3 Hz2

F8BT-rich light 312.1± 5.4 0.926± 0.031

dark 306.4± 3.4 0.918± 0.018

PFB-rich light 321.1± 4.0 0.903± 0.021

dark 334.2± 2.6 0.953± 0.015

capacitance derivative (∂2C/∂z2) with distance. Taking an average of the four data sets,

∂2C

∂z2
∝ d−0.925±0.051 (5.12)

which is nearly identical to the d−1 power law expected for a cone [286].

Now that the effect of tip-sample distance on capacitance has been established, the focus can

now shift on the distance dependence of jitter due to contact potential fluctuations. In Figure

5.8 is the height dependence of light-induced low-frequency jitter, with dark-state jitter and

high-frequency jitter plotted for comparison. From measurements of ∆fc versus VT , Equation

5.12 shows that ∂2C/∂z2 ∝ d−n with n = 0.925 ± 0.048. Referring to Equation 5.7, JH ∝

(∂3C/∂z3)
2

= d−4 for a cone. Fits of JH to a power law plus a background are consistent with

an n = 4 power law at the 95% confidence level, in agreement with the measured capacitance

derivative ∂2C/∂z2 and Equation 5.7.

Low-frequency jitter can be described by contact potential fluctuations in Equation 5.1. Fit-

ting JL to a power law plus a background, JL ∝ d−n with n = 3.43 ± 0.23 over the F8BT-rich

region and n = 2.94 ± 0.12 over the PFB-rich region. Considering the measured ∂2C/∂z2, the

capacitance term in Equation 5.1 to contribute a factor (∂2C/∂z2)
2 ∝ d−n with n = 1.850±0.096

to the height-dependent jitter. Any remaining height dependence can be ascribed to the power

spectrum of voltage fluctuations. Thus, the power spectrum of photoinduced voltage fluctuations
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Figure 5.8: Jitter versus tip-sample distance.

Cantilever frequency jitter versus distance over (a) an F8BT-rich region (circles) and (b) a PFB-
rich region (squares). Jitter at low frequency JL and high frequency JH is plotted on the left and
right, respectively, under both illumination (λ = 450 nm; blue, upper curves) and in the dark
(black, lower curves). Data was fit to a power-law (solid curves), as described in the text.

has the following height dependence over the two representative sample regions studied in Figure

5.8:

P F8BT
δφ, hν ∝ d−1.58± 0.25 (5.13)

P PFB
δφ, hν ∝ d−1.09± 0.15 (5.14)

5.3.6 Jitter over Al/PFB:F8BT

From Figure 5.9, it is shown that jitter under illumination is small compared to jitter observed

over ITO/ PEDOT:PSS/ PFB:F8BT over both PFB and F8BT-rich regions. This corresponds
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Figure 5.9: Jitter over Al/PFB:F8BT.

Low frequency jitter over Al/PFB:F8BT over F8BT (left) and PFB (right)

well with the idea that jitter is due to electron trapping and deptrapping in F8BT. As aluminum

is a low work function metal, electrons are though to be depleted when aluminum is the substrate.

When the substrate is ITO, a high workfunction material, electrons are in abundance.

5.4 Discussion

Let us now use these charge density estimates and Equations 5.8 and 5.9 to calculate the frequency

noise expected in two limiting cases — electrostatic potential fluctuations arising from charge

dynamics associated with stochastic trapping and de-trapping at localized sites and from free

diffusion.

5.4.1 Fluctuations from Charge Diffusion

Consider a sheet of non-interacting charges randomly distributed in the xy-plane. Fluctuations in

the position and number of charges induce fluctuations in the electrostatic potential φ(z, t). The
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potential at two heights z1 and z2 will be correlated, and described by the correlation function

〈φ(z2, t)φ(z1, 0)〉 = ca

∫ ∫
dr1dr2K(r2 − r1, t)φ(r2, z2)φ(r1, z1) (5.15)

where r = (x, y), ca is the probability per unit area of finding a charge, K(r2 − r1, t) is the

function describing charge diffusion, and φ(r, z) is the electric potential at the origin due to a

charge located at (r, z). The power spectrum of Equation 5.15 is the term Pφ(z1),φ(z2)(f) appearing

in Equations 5.8 and 5.9. If the charges undergo free diffusion with diffusion constant D, the

spatial Fourier and temporal cosine transform of the charge propagator K(r, t) is given by

Kdiff(r, t) =
1

4πDt
e−
|r|2
4Dt (5.16)

where k = (kx, ky), and k = |k|. Inserting this propagator into Equation 5.15, taking the power

spectrum, and inserting the result into Equation 5.8, and after some simplification

P diffusion
δfc (f, d) =

2πcaf
2
c (Vts − φs)2d2

Dk2
c

(
q

4πε0

)2

×

[C ′′2I0 − 4C ′C ′′I1 + 4C ′2I2 − 2CC ′′I2 − 4CC ′I3 + C2I4] (5.17)

with

In(α) = d−n
∫ ∞

0

dα
αn+1e−2α

α2 + θ4
(5.18)

where the shorthand notation C = C(d) and In = In(2πfd2/D).

5.4.2 Fluctuations from Trapping and de-trapping

Now consider the case where fluctuations in the potential φ(z, t) arise from trapping and de-

trapping at localized sites. Let us assume that the charge trapping rate λt follows the Arrhenius

law, i.e. λt ∝ exp (−E/kbT ), and let us further assume that there is not a single energy barrier

E but a flat distribution of barriers between energies E1 and E2 whose decay rates bracket the

observed frequency range: λ1 � f � λ2. With these assumptions, the charge propagator is

given by

K̃trap(k, f) =
πkBT

2f(E2 − E1)
. (5.19)
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In the case of a flat trap distribution, ca in Equation 5.15 now represents the number of vacant

traps per unit area per unit energy. To avoid a divergence of the voltage fluctuations, we find

it necessary to modify the potential φ(r, z) in Equation 5.15 to include the image potential as-

sociated with counter charges induced in the underlying PEDOT:PSS/ITO substrate. Including

effects of image charges and using the propagator in Equation 5.19, the induced frequency noise

can be approximated by

P trapping
δfc

(f, d) =
π2caf

2
cC

2(Vts − φs)2kBT

k2
c (E2 − E1)f

×
(

q

4πε0

)2

J4(d,
2d

εr
) (5.20)

with

Jn(d,∆) = (n− 1)!
[
(2d)−n − 2(2d+ ∆)−n +(2d+ 2∆)−n

]
(5.21)

Similar expressions may be obtained for the cone model.

In Figure 5.10 are plotted jitter versus height and Pδfc versus frequency. The sphere radius

and cone angle were taken to be 40 nm and 20 degrees, respectively, and the sphere and cone

capacitances taken from literature[264, 286]. For the case of free diffusion, the planar charge den-

sity was taken to be 1014 m−2 [288] and computations were carried out using three representative

charge mobilities: a fast mobility µfast taken from field-effect-transistor measurements [289], an

intermediate mobility µintermed drawn from space-charge limited current measurements of diodes

[278], and a plausible lower estimate µslow. From Figure 5.10, the fastest mobility underestimates

the observed jitter. The intermediate mobility correctly predicts a jitter of the correct order of

magnitude, but predicts a jitter frequency dependence which is essentially flat and thus disagrees

with experiment. The lower-estimate mobility predicts the correct frequency dependence of the

fluctuations, but would require a planar charge density as small as ≤ 1012 m−2 to obtain a jitter

whose size agreed with experiment.

Frequency noise due to trapped charge was calculated assuming a density of vacant a trap

density of 8 × 1013 m−2 and a bandwidth of 0.125 eV. Trapping throughout the film volume

was also modeled, by integrating Equation 5.20 over the film (thickness t = 200 nm, dielectric

constant ε = 3.4 ε0). We can see in Figure 5.10 that both the distance dependence and the
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Figure 5.10: Jitter: theory versus experiment.

A comparison of observed and calculated low-frequency jitter JL versus d (left) and the power
spectrum Pδfc versus f at d = 90nm (right). The data was acquired over an F8BT-rich region
(circles) and a PFB-rich region (squares). For the 2D free diffusion model of equation (5.17),
data was calculated for three different charge mobilities: µfast = 4 × 10−7 cm2/Vs (dashed blue
line), µinter = 10−10 cm2/Vs (dot-dashed blue line), and µslow = 6×10−14 cm2/Vs (solid blue line).
For the trapping-detrapping model, data was calculated for the case of charges distributed at the
top of the film (equation (5.20); solid red line) and throughout the volume of the film (dashed red
line). For the diffusion model we used a charge density of ca = 2.5×1014 m−2, whereas for charge
trapping we used a vacant trap density per unit energy of ca/(Ehigh − Elow) = 1013m−2eV−1.

frequency dependence of the cantilever frequency fluctuations are correctly predicted by the 2D

and 3D trapping model.

No increase in frequency fluctuations were seen near λ = 380 nm, the peak PFB absorption.

Because the jitter spectra are nearly identical over the two regions, we therefore assign the ob-

served photoinduced voltage fluctuations observed here to slow trapping and de-trapping process

in F8BT.
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5.4.3 ITO/PFB:F8BT films versus Al/PFB:F8BT films

In films of ITO/ PEDOT:PSS/ PFB:F8BT, where photogenerated electrons are in abundance,

illuminated wavelength dependence shows that jitter signal increases significantly with light ab-

sorption in F8BT (Figure 5.4). This increase in jitter is shown to occur over both PFB-rich and

F8BT-rich regions. Results from the previous chapter revealed that the F8BT minority compo-

nent in PFB-rich films contributes significantly to the photovoltage. In films of Al/PFB:F8BT,

where photogenerated electrons are transported into aluminum, little change in jitter is observed

under illumination (Figure 5.9). Together, these facts explained by an electron trapping in F8BT.

5.5 Concluding Remarks

In summary, combined with the previous chapter, this work introduces surface photopotential

spectroscopy and photopotential fluctuation spectroscopy as two complimentary tools for probing

the fate of photogenerated charges in a bulk heterojunction solar cell film and for investigating

mechanisms of open circuit losses in bulk heterojunction solar cells. While surface photopotential

spectroscopy has proved a powerful tool for studying sign and carrier dynamics in inorganic

semiconductors [282, 290], there is little precedent for acquiring surface photopotential spectra

of organic semiconductors [291, 292], and no precedent for acquiring variable wavelength contact

potential images of organic semiconductor films. Surface photopotential spectroscopy was used

in this work to show that the PFB/F8BT interface on PEDOT:PSS/ITO does not behave as a

p-n junction under illumination.

This work also sets precedent for detection of local contact potential noise measurements

in a solar cell. Bulk voltage-noise measurements have been used to study trapping-detrapping

fluctuations [283] and percolation transport [284] in organic semiconductor films while cantilever

frequency noise has been used to study charge blinking [194], generation-recombination noise
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Table 5.3: Jitter versus wavelength fit results. Error bars represent 95% con-
fidence intervals.

parameter unit F8BT-rich PFB-rich

Jtotal Hz2 0.65± 0.09 0.53± 0.13

λc nm 463.3± 3.6 456.5± 7.0

λw nm 35.1± 2.2 35.7± 4.3

J0 ×10−4 Hz2 2.2± 0.3 2.1± 0.5

in inorganic semiconductor heterojunctions [223], and dielectric fluctuations in thin polymer

films[264, 285]. From experiments of photopotential fluctuations versus illumination wavelength,

frequency, tip-sample distance, and applied tip voltage, we have approximated a local spatial den-

sity of vacant electron traps in F8BT. In samples with less trapping, theory shows photopotential

fluctuation spectroscopy can be a tool used to determine the local mobility of free charges.

5.6 Supplemental Information

5.6.1 Wavelength Dependence

The cantilever jitter versus wavelength spectra in Fig. 5.4 were fit to a single Gaussian

J(λ) =
Jtotal√
2πλ2

w

exp

[
−(λ− λc)

2

2λ2
w

]
+ J0 (5.22)

where Jtotal is the jitter integrated over all illumination wavelengths, λc and λw are the

Gaussian center and width, respectively, and J0 is a background jitter. Nonlinear least-squares

fits were carried out with Jtotal, λc, λw, and J0 as free parameters. Wavelength dependence

indicates that jitter is primarily due to the absorption of F8BT, which has a peak absorption at

480nm. No jitter about background noise was detected for absorption in PFB. Fit results are

summarized in Table 5.3.
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5.6.2 Tip Voltage Dependence

The cantilever jitter versus voltage data in Fig. 5.3 was fit as follows. The low-frequency jitter

JL was fit to either

J(V ) = J
(2)
V (V − φ)2 + J0 (5.23)

or

J(V ) =


J

(2−)
V (V − φ)2 + J0 V < φ

J
(2+)
V (V − φ)2 + J0 V > φ.

(5.24)

where φ is the contact potential, J0 is the background jitter, and J
(2)
V , J

(2−)
V , and J

(2+)
V are

parameters that control how steeply the jitter increases with voltage. The F8BT-rich/light,

F8BT-rich/dark, and the PFB-rich/dark jitter-versus-voltage data was fit to Equation 5.23.

Because the jitter in the PFB-rich/light experiment was not a symmetric function of the applied

voltage, the PFB-rich/light jitter versus voltage data was fit instead to Equation 5.24. The

results of fitting the low-frequency jitter data JL to Equations 5.23 and 5.24 are reported in

Table 5.4.

The background jitter J0 in Equations 5.23 and 5.24 was estimated independently and held

fixed during curve fitting. To estimate the background jitter, the power spectrum of cantilever

frequency fluctuations, Pδf , was examined at zero applied volts over F8BT-rich and PFB-rich

regions in both the light-on and light-off state. At zero applied volts, the power spectrum of

cantilever frequency fluctuations between 0.2 Hz and 19.8 Hz was identified in all four of these

reference spectra as being free of probe vibrations. An average of Pδf was computed over this

frequency window for each of the four spectra, and the results from light and dark spectra were

averaged together to give:
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Table 5.4: Jitter versus voltage fit results. In first row of the J
(2)
V column

reports J
(2−)
V , while the second column reports J

(2+)
V . Error bars

represent 95% confidence intervals.

freq. sample
J

(2)
V φ J0

×10−4 Hz2/V2 [V] ×10−4 Hz2

JL

F8BT-rich light 8.4± 1.8 −0.26± 0.11 0.77

dark 0.176± 0.052 −0.43± 0.41 0.77

PFB-rich light
2.2± 1.6

0.44± 0.50 0.77
14.7± 13.9

dark 1.73± 0.84 −0.25± 0.46 0.77

P F8BT floor
δf = 63.97× 10−6 Hz2/Hz (5.25)

P PFB floor
δf = 63.87× 10−6 Hz2/Hz. (5.26)

The background jitter was computed from

J0 = P floor
δf b, (5.27)

with P floor
δf given by either Equations 5.25 or 5.26 and b the frequency window over which the

jitter was computed; b = 1.40 − 0.20 = 1.20 Hz for JL and b = 4.20 − 2.60 = 1.60 Hz for JH

Fig. 5.3, Table 5.4, and Table 5.5 (discussed below). The high-frequency jitter JH was fit to

J(V ) = J
(4)
V (V − φ)4 + J0 (5.28)

where φ is the contact potential, J
(4)
V is a parameter that controls how steeply the jitter

increases with voltage, and J0 is the background jitter, computed from Equations 5.26 and 5.27.
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Figure 5.11: Jitter versus tip-voltage over F8BT.

Integrated power spectral density versus applied tip voltage over F8BT.

The low-frequency jitter JL in the F8BT-rich dark and PFB-rich dark experiments was also fit

to Equation 5.28. The results of these fits are summarized in Table 5.5.

5.6.3 Tip-Sample Distance Dependence

The cantilever jitter versus distance data in Fig. 5.8 of the body of the chapter were fit to a

power-law

J(d) = Jd

(
dr

d

)n
+ J∞ (5.29)

where n is the power, J∞ is the background jitter at infinite distance, dr is a reference distance,

and Jd is the jitter at the reference distance. Fit results are summarized in Table 5.6. For these

fits, a reference distance of dr = 90 nm was used. Non-linear least squares fits were carried out

with Jd and n as free parameters. The parameter J∞ was estimated independently, as follows,
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Table 5.5: Jitter versus voltage fit results. The high-frequency jitter data
was fit to Equation 5.28. Error bars represent 95% confidence
intervals.

freq. sample
J

(4)
V φ J0

×10−4 Hz2/V4 [V] ×10−4 Hz2

JH

F8BT-rich light 15.5± 2.9 −0.200± 0.091 1.0

dark 3.23± 0.35 −0.309± 0.057 1.0

PFB-rich light 19.2± 7.2 −0.32± 0.19 1.0

dark 13.3± 4.2 0.39± 0.16 1.0

JL

F8BT-rich dark 0.00115± 0.00035 −0.17± 0.32 0.77

PFB-rich dark 0.0020± 0.0020 1.9± 1.2 0.77

and fixed during the fits. The power spectrum of cantilever frequency fluctuations, Pδf , was

examined at the the largest tip-sample separation over the F8BT-rich and PFB-rich regions, for

both light on and light off spectra. Noise in the frequency region between 5.8 Hz and 9.9 Hz

was identified in all four of these reference spectra as being free of probe vibrations. An average

of Pδf was computed over this frequency window for all four reference spectra, and the results

were averaged together to obtain an estimate of the background spectral density of cantilever

frequency fluctuations, P floor
δf = 59.1× 10−6 Hz2/Hz. The background jitter was computed as

J∞ = P floor
δf b, (5.30)

where b is the frequency window over which the jitter was computed; b = 1.250 − 0.125 =

1.126 Hz for JL and b = 4.253− 2.627 = 1.626 Hz for JH Fig. 5.8 and Table 5.6.
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Table 5.6: Jitter versus height fit results. Error bars represent 95% confi-
dence intervals.

freq. sample
n Jd J∞

×10−3 Hz2 ×10−6 Hz2

JL

F8BT-rich light 3.43± 0.23 16.9± 2.6 67

dark 3.90± 0.87 1.04± 0.28 67

PFB-rich light 2.94± 0.12 6.44± 0.49 67

dark 4.80± 1.35 1.49± 0.52 67

JH

F8BT-rich light 4.11± 0.12 422± 38 96

dark 3.79± 0.26 344± 74 96

PFB-rich light 4.00± 0.19 374± 58 96

dark 3.87± 0.21 370± 64 96

Figure 5.12: Jitter fit details versus tip-sample distance.

Integrated PSD (jitter), prefactor, and frequency fall off for the power spectral densities as a
function of top sample distance over F8BT (left) and PFB (right).
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Figure 5.13: Potential versus light intensity over F8BT.

Contact potential as a function of illuminated intensity at 450nm over F8BT.

5.6.4 Dependence on Light Intensity

In addition to applied tip voltage, tip-sample distance, and illuminated wavelength dependence,

the effect of light intensity on jitter was also recorded. Again, the intent is to identify the origin

of cantilever frequency noise. In a solar cell, photo-generated charge density varies linearly in

illuminated light intensity, while open circuit voltage varies logarithmically at high illuminated

intensity. From the tip-voltage dependence experiments, it was determined that the cantilever

noise experiments are passively observing charges in F8BT. Because of this, light dependence

experiments will focus on F8BT. As expected, at low light intensities the observed dependence

of contact potential on light intensity is logarithmic (Figure 5.13).

The result of the experiment observing cantilever frequency noise versus light intensity is

shown in Figure 5.14. Jitter at high frequency, attributed to mechanical vibrations, does not

appear to be correlated with light intensity. A model which predicts jitter from light intensity is

challenging and is beyond the scope of this thesis. However, with an accurate model, potentially

more information from light intensity can be derived.
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Figure 5.14: Jitter versus light intensity over F8BT.

Jitter versus laser power 90 nm over the surface of a F8BT-rich region. The solid and dashed
lines are fits to J0 + aI and J0 + b

√
I, respectively, where a = 0.18 Hz2/mW cm−2 and b =

1.0 Hz2W− 1
2 cm.
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CHAPTER 6

EXCIPLEX DETETCTION IN HEXABENZOCORONENE-FULLERENE

BILAYER SOLAR CELLS BY ELECTRIC FORCE MICROSCOPY

6.1 Introduction

This chapter introduces unpublished work done in collaboration with Alon Gorodetsky and Colin

Nuckolls at Columbia University. In this study, the charge generation in hexabenzocoronene-

family solar cells are observed to be spatially uniform and have multi-exponential photovoltage

decay kinetics. This work reports on methods of calculating exciplex and trapped charge density

in bilayer solar cells by measuring contact potential shifts under illumination as a function of

donor layer thickness. Work on this project was hampered by the degradation of hexabenzo-

coronene derivative materials under exposure to low-light conditions and air.

Tremblay et al. have recently introduced the idea of improving organic solar cell efficiency by

increasing the shape complimentarity between donor and acceptor molecules [293] (Figure 6.1).

To demonstrate the idea of shape complimentarity, they chose to work with hexabenzocoronene

[294–298] and its derivatives [299–301], which show excellent field-effect mobility [295–298] and

photoconductivity [297, 302]. A contorted hexabenzocoronene (c-HBC) was synthesized which

assembled into a ball-and-socket complex with buckminsterfullerene (C60), and a c-HBC/C60

bilayer solar cell was fabricated which showed notably high efficiency and large open-circuit

voltage. Gorodetsky et al. prepared a hexyl-substituted dibenzotetrathienocoronene (6-DBTTC)

which formed columnar structures upon annealing; the resulting 6-DBTTC/C60 solar cell had

a morphology resembling a bulk heterojunction solar cell and exhibited a three- to four-fold

improvement in power conversion efficiency compared to the c-HBC/C60 bilayer solar cell [300].

To better understand the excellent performance of the hexabenzocoronene-family solar cells,

Alon Gorodetsky prepared DBTTC/C60 and c-HBC/C60 bilayer cells, along with control samples
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Figure 6.1: Diagram of HBC-C60 bilayer devices.

Schematic of a bilayer HBC/C60 device. Contorted HBC molecules fit around Buckminster
fullerene molecules to maximize orbital overlap, enhancing charge transfer. Figure reproduced
from Tremblay et al. [293].

without the C60 acceptor layer. In this chapter we provide a comparative study of the surface

photovoltage [282] of these bilayer cells and control samples using time-resolved light-enhanced

electric force microscopy (EFM). These EFM solar-cell sample studies were carried out on samples

prepared with the top anode absent. In such reference samples, EFM has been used before

to collect non-contact images of surface photovoltage [160, 161, 198] and make time-resolved

measurements of local capacitance [169]; however, these studies did not probe photovoltage as a

function of active layer thickness. From the data presented in this thesis chapter, we are able to

draw conclusions about lateral morphology, the vertical distribution of photogeneration charges,

degradation over time, and charge transport rates within the bilayer device [132, 148, 207, 303].
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6.2 Methods

6.2.1 Synthesis and Devices Preparation

DBTTC (Figure 6.2a) synthesis was performed in the Nuckolls lab by A. Gorodetsky [300].

Details of the Gorodetsky synthesis are reported here for completeness. All reactions were run in

oven-dried glassware (130 ◦C), and monitored by TLC using silica gel 60 F254 pre-coated plates

(EM Science). Anhydrous and oxygen-free solvents were obtained from a Schlenk manifold

system with purification columns packed with activated alumina and supported copper catalyst

(Glass Contour). Column chromatography was performed (CombiFlash Rf system) using normal

phase silica columns (RediSepTM ISCO, Inc.). 1H NMR (300 MHz, 400 MHz), and 13C NMR (75

MHz, 100 MHz) spectra were recorded on Bruker DRX-300 and Bruker DRX-400 spectrometers

at room temperature unless otherwise noted. Mass spectrometry was recorded on a JEOL JMS-

HX110A/110A tandem mass spectrometer.

c-HBC (Figure 6.2b), hereafter called HBC for simplicity, was synthesized as described in

Plunket et al. [299]. The process utilizes a double Barton-Kellogg olefination reaction [304] and

a subsequent Scholl cyclization from pentacene quinones and double olefin precursors.

Solar cell devices (Figure 6.2) were fabricated on patterned indium-tin oxide (ITO) glass

substrates which were cleaned by sonication in acetone and isopropyl alcohol, dried under a

stream of nitrogen, and UV-ozone etched for five minutes. PEDOT:PSS (Clevios P, H. C. Starck)

was spun onto the cleaned ITO at 5000 rpm for 60 seconds and the film was subsequently baked

at 200 ◦C for 30-45 minutes. For devices with a solution processed donor layer, 6-DBTTC was

spuncast from a 3-4 mg/mL toluene solution at 500 rpm; the films were annealed at 150 ◦C or not

annealed at all, depending on the desired aggregation. For devices with a deposited donor layer,

6-DBTTC was thermally evaporated at a rate of ≈ 2.0 Å/sec to a thickness of 25 to 30 nm. To

complete the active layer, buckminsterfullerene (C60, BuckyUSA, Inc.) was thermally evaporated
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at a rate of ≈2.0 Å/sec to a thickness of ≈ 40 nm. The substrates were taken out of ultra-high

vacuum (UHV) and moved to a nitrogen atmosphere where they were masked and placed under

UHV again; an aluminum cathode was deposited at a rate of ≈1.0 Å/sec to a thickness of ≈

60 nm. The finished devices had an area of 0.16 cm2.

In order to optimize the photopotential signal in EFM experiments, samples were prepared

differently than the completed solar cells described above. The glass/ITO substrates were cleaned

in successive acetone (x 3) and isopropanol (x 2) sonications. No PEDOT:PSS was applied for

these experiments. HBC and DBTTC samples were thermally evaporated with a thickness of

25 nm at a rate of 1.0 Å/sec. A quartz crystal monitor and atomic force microscope were

used to calibrate the thicknesses for the deposited samples. Heat-treated samples were baked at

150 ◦C for 30-45 minutes. Some devices were capped with a 5 nm, thermally evaporated layer

of buckminsterfullerene, deposited in high vacuum.

6.2.2 Device Characterization

Representative current-voltage curves for two representative solar cells are shown Figure 6.2

(lower). The devices were tested with a Keithley 2602/2400 sourcemeter under both dark condi-

tions and under illumination with either a spectrometer or a solar simulated lightsource (AM1.5)

in the Nuckolls lab. All illumination sources were calibrated using a silicon photodiode.

6.2.3 Scanned Probe Microscopy

Electric force microscopy measurements were conducted as described in Chapter 2 of this thesis.

Typical PID parameters were P=.01, I=3E2 Hz, and D=5E-5 s. These parameters were chosen

to have a response time on the order of tens of milliseconds. In addition, EFM experiments

were performed in height-tracking mode, since some of the samples described in this chapter had
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a) b)

Figure 6.2: Molecular structure and solar cell performances of HBC and
DBTTC devices.

The two bilayer solar cells studied here: (upper) energy levels (from Ref. [293]) with approxi-
mate device-layer thicknesses, (middle) molecular structure of the donor, (lower) current-voltage
curves. (a) DBTTC/C60, with the lower plot showing the J − V curve in the dark (red) and
under AM1.5 illumination (blue). (b) HBC/C60 with the lower plot showing the J − V curve
in the dark (blue) and under AM1.5 illumination (red). In both (a) and (b) the reported ITO
and Al thicknesses are only approximate. Also note that the lower plot in (b), reproduced from
Figure 4(B) of Ref. [293] and shown here for comparison, the thickness of the C60 layer was 40 nm
and the ITO was coated with 25 nm of PEDOT-PSS.
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Figure 6.3: Topography, dark contact potential, and contact potential under
illumination of DBTTC films.

Topography (left) and electrostatic potential images (right) of ITO/DBTTC/C60 devices. When
DBTTC is heat-treated, the film aggregates. Afterwards, C60 is deposited over the whole film.
In the dark, there is an observed contrast between ITO/C60 and ITO/DBTTC/C60. Under
illumination, regions of ITO/DBTTC/C60 become (negatively) charged.

topographical features on the order of hundreds of nanometers.

Time-resolved measurements of the change in surface potential upon illumination were made

while the cantilever was scanned across the surface, in order to avoid artifacts from trapping due

to tip-induced charge. Contact potential was measured over ITO/DBTTC/C60 were collected at

an acquisition rate of 32 Hz, with each line scan taking 4.25 seconds to complete. The sample was

illuminated with light turned on and off at approximately one-third and two-thirds through image

acquisition. Images of contact potential were re-plotted as a function of time and were passed

through a 16-point running average smoothing function to produce a ’time response function’.

Time response measurements for the degradation of ITO/DBTTC were collected at 16 Hz, with

each line scan completing in 8.25 seconds. These time response images were passed through an

8-point running average smoothing function.
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Figure 6.4: Contact potential versus illuminated wavelength in films of
DBTTC.

(a) Absorbance spectra for C60, shown in black, and DBTTC, shown in blue. Contact potential
versus illuminated wavelength for (b) C60 films, (c) DBTTC films, and (d) DBTTC:C60 bilayer
films on ITO.

6.3 Results

6.3.1 Contact Potential Shift under Illumination

An interesting feature of DBTTC and HBC as photovoltaic materials is that they form aggregates

upon annealing. With the proper control, these films have shown columnar structure which can

be advantageous for use in bulk heterojunction solar cells. Contrary to what has been observed

in other experiments [300], micron sized topographic domains were observed in our experiments

upon annealing (Figure 6.3, left).

A thermally evaporated layer of C60 on the DBTTC film shows a small amount of contrast

in the contact potential image, seen in Figure 6.3 (center). Under white-light illumination (see

methods section of thesis), domains of DBTTC+C60 exhibit a large, negative contact potential

shift (Figure 6.3, right). Regions of only C60 exhibit no contact potential shift under illumination.

To characterize the shift in contact potential, scanning wavelength illumination was used. The

results of this experiment are shown in Figure 6.4. Films of ITO/DBTTC and films of ITO/C60

show no wavelength-dependence in contact potential. However, when the materials are in the
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Figure 6.5: Contact potential response of HBC films under white-light illu-
mination.

Contact potential observed with white-light illumination over (a) ITO/HBC and (b)
ITO/HBC/C60. Under illumination, the trapping rate in ITO/HBC is faster than the 10s of mil-
lisecond resolution of our instrument. The trapping rate ITO/HBC/C60 appears to be very slow.
The detrapping rate after illumination is turned off is similar in both samples. Also shown are
histograms (c) of contact potential recorded for one minute over ITO/HBC and ITO/HBC/C60
before, during, and after illumination.

bilayer device configuration, wavelength-dependent features are observed. From the response of

the contact potential, it appears as though the bilayer device absorbs across most of the visible

spectrum. This unexpected behavior is inconsistent with the absorption spectra of DBTTC

and C60. However, increased signal has been observed under red light in EQE measurements of

many organic solar cell systems. This behavior is generally attributed to mid-gap transitions or

inter-material excitation.

6.3.2 Temporal Response of Contact Potential under Illumination

Figure 6.5 presents images over a 5µm×5µm area of the electrostatic potential of a control sample

of 25 nm of HBC on ITO, with and without a 5 nm layer of C60. Though the electrostatics inside
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Figure 6.6: Trapping/detrapping rates in HBC films after white-light illumi-
nation.

Decay of the contact potential after the white-light illumination was turned off at time t = 0.
(a) Over the ITO/HBC film, for purposes of fitting, the potential was shifted downward by
0.25 V. The shifted potential was fit to ∆φ(t) = ∆φ1 exp[−k1 t] to yield best-fit values of
∆φ1 = 37.8 ± 1.6 mV and k1 = 10.16 ± 0.63 × 10−3 s−1 for the amplitude and decay rate,
respectively, of the shifted electrostatic potential. (b) Over the ITO/HBC/C60 film, for purposes
of fitting, the potential was shifted downward by 0.19V. The shifted potential was fit to ∆φ(t) =
∆φ1 exp[−k1 t] + ∆φ2 exp[−k2 t] to obtain best-fit values of ∆φ1 = 91.9± 5.2 mV, k1 = 8.66±
0.43× 10−3 s−1, ∆φ2 = 137.1± 6.2 mV, and k2 = 65.9± 5.9× 10−3 s−1. In both (a) and (b), the
best-fit line appears as a dashed red line in the upper plot and the fit residuals are shown below.

the cell are different when the electron extracting anode is not in place, these measurements

nevertheless give insight to the electron transfer, trapping, and charge generation at play in the

working cell. The images of contact potential were acquired scanning from the lower left to the

upper right as plotted, with light turned on and off at approximately one-third and two-thirds

through image acquisition in Figures 6.5(a,b). From the initial light-off (lower third) and light-on

(middle third) images of Figure 6.5, the light-off surface potential and light-on surface potential

appear to be spatially homogeneous — down to the ∼ 100nm resolution of the microscope — over

both of the HBC samples. Shown in Figure 6.5(c) are histograms of contact potential recorded

over ITO/HBC and ITO/HBC/C60 for sixty seconds (1) just before illumination, (2) halfway

through the scanning period, and (3) at the end of the scanning period.

The HBC film on ITO showed an essentially instantaneous increase in electrostatic potential

upon applying illumination (Figure 6.5(a)). Surprisingly, turning off the illumination, the elec-

trostatic potential abruptly decreased to a value below its initial light-off value; it then slowly
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Figure 6.7: Contact potential response of DBTTC films under white-light
illumination.

Contact potential observed with white-light illumination over a) ITO/DBTTC and b)
ITO/DBTTC/C60. Trapping rate under illumination in ITO/DBTTC is slow compared to
ITO/HBC, with very little trapping in ITO/DBTTC/C60. Detrapping in ITO/DBTTC is very
slow compared to ITO/HBC. Also shown are histograms (c) of contact potential recorded for
one minute over ITO/DBTTC and ITO/DBTTC/C60 before, during, and after illumination.

recovered. The HBC/C60 on ITO film, in contrast, showed an essentially instantaneous decrease

in electrostatic potential upon applying illumination; again, the potential slowly recovered to its

initial light-off value (Figure 6.5b). The slow recovery of the electrostatic potential in the HBC

sample fit well to a single exponential (Figure 6.6(a)), while the slow recovery of the HBC/C60

was best fit by a double exponential (Figure 6.6(b)).

Figure 6.7 presents images of the electrostatic potential of a control sample of 25 nm of

DBTTC on ITO and a bilayer solar-cell sample of DBTTC/C60 on ITO. Light was turned

on and off during the image acquisition, as in Figure 6.5. The light-off and light-on surface

potentials were observed to be spatially homogeneous in HBC and DBTTC samples. In the

DBTTC sample on ITO, the electrostatic potential increased immediately upon illumination

and inverted when the illumination was removed. In contrast with the HBC sample on ITO,
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however, the recovery of the potential in the DBTTC on ITO to its initial light-off value was

too slow to resolve (with a time constant of hours). The DBTTC/C60 on ITO film immediately

decreased in electrostatic potential upon illumination which, contrary to HBC/C60, recovered

instantaneously and completely to its initial light-off value.

6.3.3 Varying DBTTC Layer Thickness

In an effort to independently determine the contributions of contact potential shift from free

carriers, trapped charge, and exciplexes, the thickness of DBTTC in bilayer ITO/DBTTC/C60

films was varied. The potential response under illumination for each case should depend on the

thickness of the DBTTC layer. Displayed in Figure 6.8 are plots of contact potential versus time.

At one-third of the way through the scan, the sample was illuminated with white light. At two-

thirds through the scan, the white light was turned off. For DBTTC layer thicknesses of 5 nm

and 25 nm, Figure 6.8(a,b), the contact potential shift just after initial illumination in both cases

was approximately ≈ −0.2 V. This finding indicates that charge transfer across the DBTTC/C60

interface was responsible for the negative shift in contact potential. However, when the thickness

of the DBTTC layer was 125 nm, the shift in contact potential was approximately ≈ −0.3 V.

This indicates that at large film thicknesses, the bulk of DBTTC is adding −0.1 V to the contact

potential shift. In addition to the difference in magnitude of the observed contact potential shift,

the response after illumination was slower compared to the thinner DBTTC thickness samples.

It is also noted that a small but observable shift in the contact potential over time was detected

under illumination. In the 5 nm, 25 nm, and 125 nm thicknesses, this potential drop during

illumination is roughly 20 mV, 25 mV, and 40 mV respectively.

Measurements were likewise taken over films of ITO/DBTTC, shown in Figure 6.9. Measure-

ments of contact potential response under illumination for the 5 nm sample in Figure 6.9(a) were

recorded at a quarter of the speed. To make an better comparison to the 25 nm and 125 nm
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Figure 6.8: Contact potential over ITO/DBTTC/C60 with varying DBTTC
layer thicknesses.

Contact potential measurements under illumination over ITO/DBTTC/C60 with DBTTC layer
thicknesses of 5 nm (a), 25 nm (b), and 125 nm (c). Red dotted lines indicate when light was
turned on (left) and turned off (right). Black lines indicate initial values of contact potential
before and after initial illumination.

thick samples in Figure 6.9(c,d), periods of time before and after illumination were concatenated

to produce a figure with the same time scale (Figure 6.9b). The shift in contact potential under

illumination is negative, contrary to the results of Figure 6.7. The 25 nm sample in Figure 6.9(c)

is observed to have a longer trapping time than either the 5 nm or the 125 nm sample.

6.3.4 Degradation of DBTTC on ITO without the Fullerene Layer

Films of ITO/DBTTC exhibited degradation on the hours time scale after being stored at a pres-

sure of 500 mbar and exposed to low levels of light (approximately 10−4 Sun, in the daytime).

Samples were exposed to air for several days, in the dark, before testing. After ten minutes of

exposure to air and low light levels, shown in Figure 6.10(a), samples respond similarly to those

in Figure 6.7. However, after periods of light exposure from one to four days, the contact poten-

tial shift under illumination diminishes, as shown in Figure 6.10(b-d). After four days, little or
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Figure 6.9: Contact potential over ITO/DBTTC with varying DBTTC layer
thicknesses.

Contact potential measurements under illumination over ITO/DBTTC with DBTTC layer thick-
nesses of 5 nm (a,b), 25 nm (c), and 125 nm (d). Time recorded for the 5 nm sample in (a)
was recorded at a quarter speed. Periods of measurement in (a) were concatenated together in
(b) so that they are on the same time scale as (c) and (d). Red dotted lines indicated when
light was turned on (left) and turned off(right). Black lines indicate initial values of contact
potential before, and after initial illumination. Figure (c) is slightly offset from (a,b) due to a
programming error in the timing of illumination.

no contact potential shift upon illumination was observed. Samples measured in the time decay

experiments exhibited a different trapping behavior than the samples of Figure 6.7, suggesting

that sample aging is a concern and should be monitored carefully. In future experiments, sam-

ples of ITO/DBTTC without the C60 layer should be stored in vacuum without any source of

illumination.

119



Figure 6.10: ITO/DBTTC sample degradation.

Contact potential observed with white-light illumination under vacuum, after being stored at
a pressure of 500 mbar and exposed to low light levels (approximately 10−4 sun, daytime) for
(a) 10 minutes, (b) one day, (c) two days, and (d) four days. The samples exhibited electron
detrapping times much longer than the ITO/DBTTC samples of Figure 6.7.

6.4 Discussion

6.4.1 Temporal Response of Contact Potential

The high lateral spatial homogeneity of electrostatic potential image displayed in Figures 6.5

and 6.7 allows us to model light-induced changes in the vertical distribution of charge in the

films. The change in the surface potential upon irradiation for a laterally invariant sample is

[282],

∆φ ≈ ∆M1

2ε0
(6.1)
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a) b)

− + + −

Figure 6.11: Contact potential of vertically distributed charges.

Light-induced change redistribution, and the resulting change in contact potential, for a net
photoinduced transfer of electrons (a) towards the substrate and (b) towards the surface.

with

∆M1 =

∫ 0

−t
∆ρ(z′) z′ dz′ [

C

m
] (6.2)

where ∆M1 is the change in the dipole moment associated with the change in the sample’s

charge distribution (∆ρ) upon irradiation. The change in surface potential is sketched in Figure

6.11 (a,b) for a light-induced shift of charge towards and away from the substrate, respectively.

Figure 6.12 is a sketch of light-induced changes in charge density that explains the HBC-

on-ITO potential-versus-time data of Figure 6.5. According to Figure 6.11 and Equations 6.1

and 6.2, the increase in electrostatic potential seen upon illumination is consistent with a pho-

toinduced transfer of electrons from HBC towards the ITO substrate (Figure 6.12(left)). The

immediate decrease of the electrostatic potential to a value below its initial value requires an

instantaneous inversion of the sign of ∆M1 when the light is turned off. The simplest expla-

nation for this inversion is that light has created long-lived trapped electrons in the HBC layer

(Figure 6.12(right)). This hypothesis of trapped charge in HBC also explains the slow recovery

of the potential, since decay of trapped charge in organic semiconductors typically occurs on the

seconds to hours timescale. Referring to the fit of Figure 6.6(a), k1 = 10.16± 0.63× 10−3 s−1 as
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Figure 6.12: ITO/HBC energy levels and charge distribution model.

Energy levels and proposed electron and hole occupancy for the HBC sample on ITO. The dipole
moment of the charge distribution is sketched below under light-off and light-on conditions.

Figure 6.13: ITO/HBC/C60 energy levels and charge distribution model.

Energy levels and proposed electron and hole occupancy for the HBC/C60 sample on ITO.

the detrapping rate constant kdt− of Figure 6.12(right).

The decrease in electrostatic potential seen in the HBC/C60 sample upon illumination is

consistent with a net photoinduced transfer of electrons from HBC towards C60. One possible

(change in) charge distribution is sketched in Figure 6.13. Because of the long recovery, the data
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Figure 6.14: ITO/DBTTC/C60 energy levels and charge distribution model.

Energy levels and proposed electron and hole occupancy for the DBTTC/C60 sample on ITO.

again indicates the presence of trapped charge in HBC. Referring to the fit of Figure 6.6(b),

the electron-drapping rate constant, kdt− = 8.66± 0.43× 10−3 s−1, in reasonable agreement with

10.16± 0.63× 10−3 s−1 measured in absence of the C60 layer.

In Figure 6.13 is a diagram of the photoexcited holes as concentrated in the ITO HOMO

when light is on. Were these holes concentrated in the HBC HOMO instead, we would expect

a large and instantaneous change in the electrostatic potential when the light is turned off and

electrons in the C60 LUMO to promptly transfer to the HBC HOMO; this was not observed.

Instead we observed that the electrostatic potential decay showed a second, faster, but easily

resolved component with a rate constant of 65.9± 5.9× 10−3 s−1. It is reasonable to assume that

krd, the rate of decay of electrons from the C60 LUMO to the HBC HOMO is too fast for us to

resolve. We therefore identify the second measured rate, ki = k2, in Figure 6.13 (right) to be

associated with injection of electrons from the HBC HOMO to the ITO LUMO. This injection

step is required to create empty states in HBC for the electrons in C60 to transfer into.

Comparing the data of Figure 6.5 (a) and Figure 6.7 (a), we conclude that photoinducted

charge transfer in the DBTTC sample on ITO is qualitatively similar to that seen in the HBC

on ITO sample presented in Figure 6.12. The inversion of the change in surface potential when
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illumination is turned off indicates trapped electrons in DBTTC, although now the detrapping is

too slow to measure. The complete and essentially instantaneous decay of electrostatic potential

in DBTTC/C60 when light is off is explained by invoking the charge transfer scheme of Figure 6.14

in which most of the photoexcited holes are concentrated in the DBTTC HOMO. As mentioned

above, krd is expected to be too fast to measure. Holes may or may not be present in ITO as

well; if present, the data indicates that the rate of injection ki is likewise too fast to resolve by

EFM.

The charge transfer scheme of Figure 6.14 also explains the lack of trapped electrons in

DBTTC in the DBTTC/C60 film. If trapping is due to a chemical process, then by Le Chatlier’s

principle, the rate of conversion of free charge to trapped charge in many organic semiconductors

is observed to be a function of the free charge concentration. One possible explanation is that

DBTTC remains trap free in the DBTTC/C60 film, in spite of the ability of DBTTC to trap

charge (Figure 6.7(a) and Figure 6.12), because the facile electron transfer to C60 assures that

the steady-state concentration of electrons in DBTTC remains small.

6.4.2 Variations in ITO/DBTTC

For the ITO/DBTTC experiments, inconsistency was observed from sample batch to sample

batch. The results of Figures 6.7 and 6.10 show that contact potential in ITO/DBTTC shifted

positively under white light illumination. However, in the thickness dependent experiments

highlighted in Figure 6.8, the ITO/DBTTC potential shifted negatively under white light illumi-

nation. Even where the direction in contact potential shifts agreed (Figures 6.7 and 6.10), the

time response appeared to be quite different. For example the detrapping rates in ITO/DBTTC

after illumination in Figures 6.7 and 6.10. These differences are attributed to variations in batch

preparation, exposure, or contamination.
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6.4.3 DBTTC Layer Thickness in ITO/DBTTC/C60

The surface potential study of Figure 6.8 for ITO/DBTTC/C60, which gave data agreeing with

subsequent experiments in which the thickness of the DBTTC layer in ITO/DBTTC/C60 was

varied, can be used to provide information on certain processes within the solar cell. For example,

since there is little difference in contact potential shift under illumination between DBTTC layer

thicknesses of 5 nm and 25 nm, it can be inferred that contact potential drop is occurring across

the interface between DBTTC and C60.

To quantitatively measure the origin of the contact potential shift under illumination, it is

necessary to calculate the how variations in sample thickness contribute to the measured EFM

signal. Let us model the system as compromised of planar and volume charge concentrations,

shown in Figures 6.15 and 6.16 and consider each of the following: exciplex formation σex, trapped

charge ρtrap, free charge in DBTTC ρfree, and separated charge σsep. For exciplex formation,

charge is located near the DBTTC/C60 interface. Trapped charge exists within the bulk of

DBTTC, which is apparent from measurements of contact potential versus time. Free charge

is also assumed to exist uniformly throughout the thickness of DBTTC, and is observed in

illumination experiments on ITO/DBTTC. Separated charge describes the carriers in C60 that

are balanced by opposite charges in ITO. Let us now derive the change in the electrostatic

potential above a film due to photo-induced charge rearrangement within the film.

Consider the semi-infinite slab sketched in Figure 6.15. The front surface of the slab is located

at z′ = 0 and the back surface of the slab is located at z′ = −t. Let ρ(x′, y′, z′) be the charge

density in the slab in units of C m−3. The end result of this calculation is the electrostatic

potential at distance z′ = z above the slab. The two key assumptions in the following derivation

are that 1) the sample is translationally invariant in the (x′, y′) plane and 2) the sample is net

neutral, that is, the net charge in the sample is zero.
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Figure 6.15: Model of charge density in a film.

A thin film photovoltaic device, represented as a semi-infinite slab. Here ρ(x′, y′, z′) is the charge
density in the film.

Figure 6.16: Model charge distribution in a thin film photovoltaic device.

Light is absorbed primarily in the HBC/DBTTC layer; excitons diffuse to the interface with C60

and form bound electron-hole pairs in the form of exciplexes. For convenience, let the electrons
of the exciplex be located at z′ = 0. The holes of the exciplex are located at z′ = −dex and have
a planar charge density of σex. A fraction of the exciplexes dissociate into free charge, giving rise
to positive free charge in the ITO (location z′ = −t and planar charge density σsep). Trapped
charge of volume density ρtrap and free charge volume density ρfree are distributed uniformly
throughout the HBC/DBTTC layer.
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According to Poisson’s equation, the potential at location (0, 0, z) above the film is

φ(0, 0, z) =
1

4πε0

∫ ∫ ∫
ρ(x′, y′, z′) dx′dy′dz′√
x′2 + y′2 + (z − z′)2

(6.3)

where ε0 = 8.8542 × 10−12 C V−1 m−1 is the free-space permittivity. Assuming that the sample

is translationally invariant in the (x′, y′) plane, ρ(x′, y′, z′) → ρ(z′). Changing to cylindrical

coordinates, dx′dy′ → r′dr′dθ′ and x′2 + y′2 → r′2. Substituting,

φ(0, 0, z) =
1

2ε0

∫ 0

−t
dz′
∫ ∞

0

ρ(z′) r′dr′√
r′2 + (z − z′)2

(6.4)

where the integral becomes
∫ 2π

0
dθ′ = 2π. Seeking an approximate expression for φ by expanding

the denominator in the integrand in powers of z′,

1√
r′2 + (z − z′)2

≈ 1

(r′2 + z2)1/2
+

z z′

(r′2 + z2)3/2
+

(−r′2 + 2z2) z′2

2(r′2 + z2)5/2
+O(z′

3
) (6.5)

Substituting,

φ(0, 0, z) ≈ 1

2ε0

∫ 0

−t
ρ(z′) dz′︸ ︷︷ ︸
M0=0

∫ ∞
0

r′dr′

(r′2 + z2)1/2︸ ︷︷ ︸
diverges

+
1

2ε0

∫ 0

−t
ρ(z′) z′ dz′︸ ︷︷ ︸
M1 6=0

∫ ∞
0

r′dr′

(r′2 + z2)3/2︸ ︷︷ ︸
= z−1

×z

+
1

2ε0

∫ 0

−t
ρ(z′) z′

2
dz′︸ ︷︷ ︸

M2 6=0

∫ ∞
0

(−r′2 + 2z2)r′dr′

(r′2 + z2)5/2︸ ︷︷ ︸
= 0

×z2 + · · · (6.6)

The divergence of the integral in the first term can be eliminated by redefining the potential with

respect to the potential at z = ∞; then the first term drops out because of charge neutrality,∫ 0

−t ρ(z′) dz′ =M0 = 0. The integral over r′ in the third term vanishes. This leaves, to leading

order,

φ(0, 0, z) ≈ M1

2ε0
(6.7)

with

M1 =

∫ 0

−t
ρ(z′) z′ dz′ [

C

m
] (6.8)
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the dipole moment of the charge distribution in the slab.

We use the charge distribution sketched in Figure 6.16 to mathematically model the expected

change in contact potential under illumination. We approximate the exciplex at the interface

between HBC/DBTTC and C60 as a delta-function +/− charge distribution with the electrons

located at z′ = 0 and the holes located at z′ = −dex. Likewise, we approximate any free charge

in the ITO layer as a delta-function located at z′ = −t and any trapped charge as uniformly

distributed between z′ = −t and z′ = 0. Carrying out the integral in Equation 6.8,

M1 = −t σsep +

∫ 0

−t
(ρtrap − ρfree) z

′dz′ − dexσex (6.9)

where the charge distributions are defined pictorially in Figure 6.16. The central integral in

Equation 6.9 then simplifies to∫ 0

−t
(ρtrap − ρfree) z

′dz′ =

[
ρtrap

z′2

2

]0

−t
= −ρtrap

t2

2

We thus determine the potential above the film to be

φ(0, 0, z) ≈ − 1

2ε0

(
σexdex + σsep t+

ρtrap − ρfree

2
t2
)

(6.10)

Equation 6.10 is the central finding of our derivation.

Now that the derivation for sources of contact potential as a function of layer thickness is in

place, the results of ITO/DBTTC/C60 samples of Figure 6.8 can be quantitatively approached.

Since the contact potential shift after initial illumination is roughly the same (≈ −200 mV) for

DBTTC layer thicknesses of 5 nm and 25 nm, σexdex is much greater than either σsep t or ρtrap t
2/2

in this regime.

Fitting the parabola to each of the parameters of contact potential shift under illumination

versus DBTTC layer thickness (Figure 6.17), adding a gaussian distribution of noise with a width

of 10 mV, produces (with 95% confidence intervals) σexdex/(2ε0) = 0.20V ± 0.01V , σsep/(2ε0) =

−0.25 ± 0.45V/µm, and (ρtrap − ρfree)/(4ε0) = 8.3 ± 3.4V/µm2. The value for the exciplex

density has the least uncertainty, while the values for separated and trapped charge density have

128



Figure 6.17: Fitting of contact potential shift under illumination versus
DBTTC layer thickness.

Plot of contact potential shift under illumination versus DBTTC layer thickness of 5, 25, and 125
nm. Noise of .01 V was added to each point in order to estimate errors on the fitting parameters.
Displayed error bars represent 3σ=0.3V.

large uncertainties. The value for separated charge density is indistinguishable from zero in this

experiment. Plugging in reasonable numbers for the exciplex separation distance dex ≈ 5 Å,

the planar charge concentration is then calculated within ten percent error to be, σex ≈ 4× 104

qe/µm2. Within fifty percent error, the trapped charge volume density is calculated to be,

ρtrap ≈ 2 × 1021/m3. For a film thickness of 25 nm, this corresponds to a planar charge density

of ρtrap ≈ 4.5× 1019/µm2. In order to more accurately derive the trap density, more data must

be collected.

After 185 seconds of illumination, the contact potential in the 5 nm, 25 nm, and 125 nm

drops roughly 20 mV, 25 mV, and 40 mV respectively. We propose this effect is due to traps

that operate under slow (order of several hours) trapping/detrapping kinetics. These values do

not appear to scale as the square of the DBBTC layer thickness. From this observation, it can

be concluded the approximation of homogeneous trapping used above is not valid for slow traps

in DBTTC.
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6.4.4 ITO/DBTTC Degradation

The sample degradation observed in Figure 6.10 agrees with the picture that the C60 layer reduces

the free electron density in DBTTC, thus reducing trapping. Without the C60 layer, even under

low light conditions, contact potential response under illumination significantly decreased on

the order of days of exposure to air and light. This result is somewhat curious, considering

that ITO/DBTTC/C60/Al solar cells operate well in air on the order of weeks [300]. There are

two possible explanations for this behavior. First, that the C60 and aluminum layers act as a

sufficient encapsulation layer as to prevent the DBTTC layer from being exposed to air. In this

case, DBTTC under exposure of light and air undergoes photo-oxidation. The second possibility

is that, with C60 and aluminum, electrons never build up a sufficiently large concentration in

DBTTC. From the DBTTC time decay experiments, summarized in Figure 6.7, it is observed

that long-lived electron traps form in these materials, even in high vacuum. This observation

supports the second explanation for the decreased contact potential shift. Without an electron

accepting material in contact with DBTTC, a sufficiently large electron concentration builds up

as to cause trapping and degradation. We thus conclude that photoinduced electron transfer

into C60 not only leads to photocurrent in the working device, but also supresses electron trap

formation in DBTTC.

6.5 Concluding Remarks

Charge generation in HBC, HBC/C60, DBTTC, and DBTTC/C60 films is noted to be spatially

uniform. This spatial uniformity allows us to draw conclusions about photoinduced changes in

the vertical distribution of charges in these films. Multiexpotential photovoltage decay kinetics

were observed and we interpreted these kinetics in terms of charge trapping and slow recom-

bination processes in these materials. By varying thickness, values for planar exciplex density

were determined. Slow trapping was observed in ITO/DBTTC/C60, and does not appear to
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be homogeneously distributed throughout the DBTTC layer. Experiments show that electron

trapping occurs in DBTTC when there was no contact with the electron accepting material, C60.

We conclude that there is facile electron trap formation in DBTTC without C60. Even under

low-light conditions, samples of ITO/DBTTC show marked decreased shifts in contact potential

under illumination. When the C60 layer is present, DBTTC devices perform better than HBC

devices, despite less facile electron trap formation in HBC. We conclude that when evaluating

materials for solar cell operation, the trap forming ability of the bulk is not an overriding concern

for thin samples.
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CHAPTER 7

CHARGE GENERATION IN TANDEM NANOCRYSTAL QUANTUM DOT

SOLAR CELLS

7.1 Introduction

Presented in this chapter are studies of exciton dissociation in strongly coupled nanocrystal (NC)

films and the role of metallic interlayers in NC tandem solar cells. In combination with transient

photoluminescence (tPL) and grazing incidence small-angle X-ray scattering (GISAXS), time-

resolved electric force microscopy (tr-EFM) was used to mechanically detect the presence of free

charge due to inter-NC coupling and photogenerated exciton dissociation in close packed lead

salt NC films. In the first ever reported tandem solar cells made from nanocrystal quantum

dots (NQDs), Kelvin Probe Force Microscopy (KPFM) was utilized to observe how metallic

interlayers affect device performance. This work was done in collaboration with the Hanrath

and Wise groups at Cornell. Electric force microscopy measurements were the sole product of

the Marohn group. Synthesis, as well as GISAXS, tPL, FT-IR measurements were performed by

others. The work on photogenerated exciton dissociation was published in Nano Letters in 2010

[188], while the work on tandem solar cells is due to be published in Advanced Materials in 2011.

The bulk of these papers have been reproduced here. The Methods and Discussion sections have

been expanded.

Recent advances in synthesis and characterization of individual semiconductor nanocrystals

have greatly improved understanding of their size-, shape-, and composition-dependent proper-

ties. The performance of most of these proposed technologies depends not only on the properties

of the individual NCs but equally on the properties arising from interactions between the NCs in

the assembly where NCs can be regarded as “artificial atoms”, which assemble to form “artificial

solids” [305].
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Colloidal semiconductor nanocrystal quantum dots (NQDs) have garnered immense interest

as materials for next-generation photovoltaics[306–308]. The high absorption cross section and

size-tunable energy gaps of NQDs enable efficient capture of solar emission while solution-based

processing of NQD films is advantageous for the fabrication of low-cost thin film structures.

The fundamental understanding and performance of prototype colloidal NQD-photovoltaics has

advanced remarkably in recent years and record conversion efficiencies now exceed 5%, compared

to 8% in leading organic solar cells [8–11, 13, 14]. NQDs also offer exciting prospects for the

realization of third-generation photovoltaics with conversion efficiencies beyond the Shockley-

Queisser limit[67, 306]. Recent reports of hot carrier [68] and multiple carrier [69] extraction

from photoexcited NQDs highlight the potential of NQDs in high-performance solar cells.

In contrast to the rapidly growing knowledge of the properties of individual NCs, the under-

standing of the coupling between NCs is far less developed. NC solar cells provide an illustrative

example of this knowledge gap. The surge of interest in NC photovoltaics has led to many en-

couraging results with size-tunable voltages and remarkably high current densities. However,

the complex subprocesses of exciton dissociation and free carrier transport at the level of an

individual NC and macroscopic charge transfer through the NC film to the external electrodes

are still not fully understood. While analogies to charge separation at bulk semiconductor in-

terfaces [8–11] have provided important initial insights, these models do not capture the physics

governing charge transfer across NC nanostructured interfaces.

To understand exciton dissociation in an NC assembly at the microscopic level warrants

consideration of the inter-NC electronic coupling and exciton binding energies, which govern

exciton energy transfer,[309, 310] exciton dissociation, exciton formation, and charge transport

[46] in the NC assembly. Exciton binding energy can be tuned by changing NC size but is largely

an intrinsic property of the NC itself [311, 312] whereas inter-NC coupling energy can be tuned

by altering the inter-NC separation distance. To tune the inter-NC binding energy, variable

length bi-linker dithiol ligands such as 1,2-ethanedithiol (EDT), 1,4-benzenedithiol (BDT), 4,4’-
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dibenzenedithiol (DBDT) and 4,4”-tribenzenedithiol (TBDT) were used in this study.

In addition to understanding charge generation in a thin film NC assembly, this work covers

NC in a complex photovoltaic architecture. In addition to hot carrier and multiple carrier

extraction, tandem solar cells offer an additional method of breaking the Shockley-Queisser

limit. Tandem solar cells are are comprised of distinct absorber layers with cascaded energy

gaps, a schematic of which is shown in Figure 7.1. In the tandem solar cell described, absorption

in the large bandgap NC material produces holes, while the narrow bandgap material produces

electrons. Electrons from large bandgap NC layer and holes from narrow bandgap NC layer

recombine at a metallic interlayer. Despite the ability to absorb over a larger portion of the solar

spectrum in tandem solar cells, many daunting constraints, in particular regarding the charge

extraction dynamics, need to be resolved before these discoveries can be translated to prototype

photovoltaic devices.

7.2 Methods

PbS Nanocrystal Synthesis — The procedure for 2.7 nm PbS NCs was as follows. PbO (0.66g)

and oleic acid (1.9mL) were dissolved in 28 ml of 1-octadecence (ODE). The solution was then

degassed and heated to 150 ◦C for 1 hour under flowing nitrogen to form a lead oleate precursor

solution. In a glovebox, 380 µL of bis(trimethylsilyl)sulfide (TMS) was dissolved in 18 mL of

ODE and stirred thoroughly. The lead oleate precursor solution was cooled to 90 oC prior to

TMS solution injection. 15 mL of the TMS solution was rapidly injected into the vigorously

stirred lead oleate solution. PbS NCs formed immediately after injection and they were collected

after 1 minute of reaction at 90 ◦C. Following the synthesis, the NCs were washed several times

by sequential precipitation with ethanol and redispersion in anhydrous hexane.

Close packed NC Assembly Preparation — The samples were prepared inside a glovebox.

As-synthesized NCs were dissolved in hexane to make a 10 mg/mL solution. 100 µL of the
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Figure 7.1: Tandem Solar Cell Schematic

(a) Schematic of the proposed tandem cell with optimal combination of PbS NQD bandgaps.
b) Energy level diagram of the tandem device stack. The PbS NQD layers in the subcells are
electrically connected by ZnO/Au (1 nm)/PEDOT:PSS interlayer where efficient recombination
occurs.
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NC solution was drop-cast on a cleaned 25 mm by 25 mm by 1 mm glass slide. The glass

slide with deposited NC film was then put on a spin-coater. For EDT ligand treatment, 300

µL of 0.1 M EDT in acetonitrile solution was dispensed on top of the NC film, and after a

delay of 1 minute, was spun at 1000 rpm for 1 minute. The treated film was rinsed with pure

acetonitrile and chlorobenzene. Cross-linking of NCs by EDT prevents the NC from dissolving

into chlorobenzene. For BDT, DBDT and TBDT treatment, 0.01M of nBDT in a toluene solution

was dispensed on top of the NC film. After 1 minute, the nBDT solution was spun away at 1000

rpm for 1 minute. The treated films were rinsed with pure toluene. Crosslinking of NCs by

nBDT prevents the NC from dissolving into toluene. The prepared PbS-nBDT and PbS-EDT

films were then sealed by putting another cleaned 25 mm by 25 mm by 1 mm glass slide on top

and sealing the sides with epoxy. Encapsulated samples were stable against oxidation for several

months.

FT-IR and GISAXS Measurements — A Bruker Optics - Vertex80v FT-IR spectrometer was

used for FTIR characterization of PbS-nBDT samples. GISAXS measurements were performed

on beam line D1 of the Cornell High Energy Synchrotron Source (CHESS) using monochromatic

radiation of wavelength λ = 1.2373 Åwith a bandwidth ∆λ\λ of 1.5%. The X-ray beam was

produced by a hardbent dipole magnet of the Cornell storage ring and monochromatized with

Mo-B4C synthetic multilayers with a period of 30 Å. The D1 area detector (MedOptics) is a

fiber-coupled CCD camera with a pixel size of 46.9 Åby 46.9 Åand a total of 1024 by 1024

pixels with a 14-bit dynamical range per pixel. Typical read-out time per image was below

5 s. The images were dark-current corrected, distortion-corrected, and flat-field corrected by

the acquisition software. The sample-to- detector distance was 660.2 mm, as determined using

a silver behenate powder standard. The incident angle of the X-ray beam was at 0.25 degree.

Typical exposure times ranged from 0.1 to 1.0 s. Scattering images were calibrated and integrated

using the Fit2D software package.

Transient Photoluminescence Measurements — For tPL measurements, the samples were
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excited at a repetition rate of 1 kHz by frequency doubled (400 nm) femtosecond pulses of

a Ti:sapphire laser system with a regenerative amplifier. The pump fluence was kept low so

that the average number of exciton per NC was 0.1. Fluorescence was monitored with a Si

avalanche photodiode single photon counting module (PerkinElmer, SPCM-AQRH-44-FC). For

PbS-OA samples, the output was fed into a multichannel scalar (Stanford Research Systems,

SR430), which provides an instrument response of a 5.2 nanoseconds, and adequate dynamic

range to monitor decay times in the microsecond range. For PbS-nBDT samples with lifetimes

in the sub-microsecond range, tPL measurements were performed in the time-correlated single

photon counting (TCSPC) mode with a TCSPC board (PicoQuant, TimeHarp 200) and a digital

delay generator (Stanford Research Systems, DG645) under right-angle sample geometry. The

tPL curves were analyzed by means of iterative re-convolution using the FluoFit software package

(version.4.4).

Tandem Cell Fabrication — Pre-patterned ITO-coated glass substrates were cleaned and

treated with UV-ozone for 10 minutes. PEDOT:PSS (Product No. AI4083 , H.C. Starck) was

filtered through 0.45 µm PVDF syringe filter and spin-cast onto the cleaned ITO substrate at

6000 rpm for 1 minute and baked on a hot plate at 170 oC for 4 minutes. PbS NQDs for the

front cell were spin-cast from a 30 mg/mL chlorobenzene solution at 1000 rpm for 30 seconds.

The NQD film was then treated with a 0.1M solution of (EDT) in acetonitrile and rinsed with

pure acetonitrile and chlorobenzene by dispensing the solution on top of film and spin-casting at

1000 rpm for 30 seconds. This protocol constituted one cycle of the PbS NQD layer deposition.

Typically, three cycles of depositions were performed. After deposition of the PbS NQD film,

20 mg/mL of a ZnO nanoparticle solution was spin-cast at 1000 rpm for 1 minute. Three such

depositions of ZnO nanoparticles were carried out to ensure complete coverage. Following ZnO

deposition, 10 Å of Au, Ag or Al was thermally evaporated in ultrahigh vacuum ( 10−6 Torr) at

a rate of 0.1 Å/second. The pH 7 PEDOT:PSS layer for the interlayer was spin-cast on top to

complete the interlayer. Subsequently, a PbS NQDs layer and a ZnO layer were deposited with

identical methods mentioned above. For the top electrode, 600 Å of aluminum was deposited via
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thermal evaporation in ultrahigh vacuum ( 10−6 Torr). The entire device fabrication sequence,

except for the metal evaporation step, was performed in ambient air. The completed devices

were tested after 3 hours of air exposure.

Electric Force Microscopy on NQD Thin Films — Electric force microscope measurements

were carried out in vacuum at room temperature. A Pt-Au coated cantilever (SPMtips model

NSC18-Pt/Au) was employed with a spring constant of k = 1 N/m, resonance frequency of

f0 = 80 kHz, and a quality factor of Q = 8000 (at a pressure of 10−6 mbar). Cantilever

displacement was detected with a fiber-optic interferometer operating at 1310 nm. Measurements

were carried out using a cantilever peak-to-peak oscillation amplitude of 325 nm and a tip-sample

separation of 60 nm. Simultaneous imaging of local electrostatic potential and capacitance was

accomplished as follows. The tip voltage was modulated at frequency fm = 200 Hz, deviations

in cantilever frequency were detected using a commercial frequency demodulator (RHK PLLpro

1.0; bandwidth = 400 Hz), and lock-in detection was used to measure the Fourier components

of the cantilever frequency deviation. The zero-to-peak amplitude of the voltage modulation

Vm was between 1 and 3 V. A dc voltage was also applied to the tip and it was adjusted, via

feedback, to zero the Fourier component of the first harmonic. These measurements utilized a

lock-in time constant of 30 ms and an analog PID controller with (typical) coefficients P = 1, I

= 2 Hz, and D = 3 ms. The optimal PID coefficients were sensitive to the absolute capacitance,

so the coefficients were adjusted for each sample to ensure a critically-damped response of the

photo-potential; the measured capacitance was insensitive to the exact PID coefficients. Sample

illumination was provided by an InGaN white LED (LiteOn model LTW-1KHC5). The LED

was located approximately 1 cm away from the cantilever tip and inclined at a forty five degree

angle with respect to the sample surface. For further details, see the methods section of this

thesis.

Kelvin Probe Force Microscopy on Tandem Solar Cells — KPFM measurements used similar

equipment as described for the electric force microscopy experiments on NQD thin films. The tip-
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sample separation in this experiment was 30 nm. For imaging of local electrostatic potential, tip

voltage was modulated with a 100 mV zero-to-peak sine wave applied at the cantilever resonance

frequency. Cantilever motion was demodulated using a commercial FPGA (RHK PLLpro 1.0;

bandwidth = 400 Hz). During imaging, a DC voltage to cantilever tip was adjusted via feedback

to zero the cantilever amplitude zero at the cantilever resonance frequency, fc = 80 kHz, using

an analog PID controller with (typical) coefficients (P=-.01, I= 2 Hz, D=.5 ms).

7.3 Results

7.3.1 Optical Measurements on Nanocrystal Lead Salt Quantum Dot

Thin Films

As one of the most strongly quantum confined systems[313], lead salt NCs naturally provide

an ideal experimental testbed for the study of the relationship between inter-NC coupling and

exciton separation mechanism. Inter-NC coupling energy between close packed lead salt NCs

has previously been measured to be in the range of tens of milli-electronVolts[314, 315], which is

comparable to the exciton binding energy of around ∼100 meV[311]. The high coupling energy

and low exciton binding energy in lead salt NCs, compared to other materials, originate from

their strong quantum confinement that allows significant leakage of the electronic wave function

out of the NC. In contrast, in other NC systems, e.g., cadmium salts, the coupling energy is

much smaller than the exciton binding energy and consequently resonant energy transfer acts as

the dominant pathway for photogenerated excitons without involving exciton dissociation[310].

Whether the fate of photogenerated excitons is charge dissociation or energy transfer has major

implications on optoelectronic device performance. These findings explain why lead salt Schottky

devices give 2 orders of magnitude higher short-circuit currents than similarly prepared cadmium

salt Schottky devices,[8, 316] while cadmium salt NCs show high performance in LED devices[42].
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Figure 7.2: FT-IR and GISAXS measurements.

(a) Schematic of NCs linked with various bi-linker molecules. (b) FTIR spectroscopy of the
samples showing reduction of the C-H stretch peak near 2900 cm−1 and an aromatic CdC stretch
peak near 1500 cm−1 after treatment with the bi-linker molecules. (c) GISAXS shows a trend of
longer inter-NC distance with NC assemblies treated with longer bi-linker molecule (same color
legend as (b)).
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Synthesis and optical experiments were conducted by members of the Hanrath and Wise

groups.

PbS NCs were synthesized via the hot injection method[317] were deposited on cleaned glass

substrates via spin-coating or drop-casting to form close-packed NC assemblies. Inter-NC separa-

tion distance was adjusted using variable length bi-linker dithiol ligands such as 1,2-ethanedithiol

(EDT), (BDT), (DBDT), and (TBDT) (Figure 7.2(a). NC assemblies treated with the bi-linker

molecules as PbS-nBDT where n identifies the number of benzene rings (n ) 0 for EDT, n ) 1

for BDT, n ) 2 for DBDT, n ) 3 for TBDT). Bi-linker molecules were comprised of phenyl rings

since they possess only a torsional degree of freedom, to first approximation[318]; their rigidity

allows to precise control over the inter-NC separation distance. Moreover, the bi-linker nBDT

molecules used in this study have HOMO-LUMO levels that are energetically unfavorable for

direct NC-to-ligand charge transfer[319].

FTIR spectroscopy was used to monitor NC surface chemistry before and after the ligand

exchange. The data in Figure 7.2(b) illustrate the extent of replacement of oleic acid ligands

with dithiol ligands. The most prominent feature is the reduction of aliphatic C-H stretching

peaks near 2900 cm−1 and emergence of aromatic CdC stretching peaks near 1500 cm−1. These

results show that bi-linker molecules with thiol functional groups readily replace the long chain

alkyl ligands with carboxylic acid group. The absence of an S-H peak at ∼2600 cm−1 in dithiol-

treated samples and the stiffness of the linker molecule supports the hypothesis that the molecule

is bound to the surface of two neighboring NCs. An FTIR spectrum taken from pure BDT is

included in Figure 7.2(b) for comparison.

The structure and inter-NC distance of the NC assemblies were characterized with synchrotron-

based GISAXS[320]. Azimuthally integrated GISAXS intensity profiles of the NC assemblies,

shown in Figure 7.2(c) show a direct correlation between inter-NC separation and the length of

the bi-linker molecule. The PbS-OA film shows a narrow scattering feature corresponding to a

well-ordered film with an average interparticle spacing of 4.5 nm. By contrast, the EDT treated
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PbS NC films have an average spacing of 2.95 nm, which, considering the 2.7 nm NC diameter,

translates to ∼0.25 nm separation between the surfaces of proximate NCs. Each additional ben-

zene ring contributes a ∼0.3 nm increase in average inter-NC distance, which is in reasonable

agreement with the expected trend considering that the length of benzene ring is ∼0.4 nm. The

trend observed in GISAXS data validates the approach to tuning the inter-NC separation and

provides direct access to the study of distance-coupling relationships. Despite the broad distri-

butions of inter-NC spacing present in the amorphous NC assembly, there is a clear trend in

the peaks of the distributions which is correlated with ensemble average measurements such as

exciton lifetime measurements, as discussed below.

Optical characterization of the NC assemblies is summarized in Figure 7.3. Absorbance

spectra of the samples are shown in the Figure 7.3(a). Compared to the PbS-OA film sample,

PbS-nBDT samples exhibit pronounced red-shift and broadened absorption peak. The red-shift

is a strong indication of the presence of inter-NC electronic coupling from the reduction of the

quantum confinement energy[310, 314]. A trend of larger red-shift from samples with smaller

inter-NC spacing is apparent: the biggest red-shift of ∼170 meV is seen in the PbS-EDT sample

while the smallest red-shift of ∼120 meV is seen in the PbS-TBDT sample. The magnitudes

of the red-shift shown in these samples are much greater than the ∼20 meV red-shift reported

earlier in assemblies of larger diameter NCs[8, 321] (inset of Figure 7.3(a)). The greater red-shift

in smaller diameter NCs is attributed to the greater electronic wave function overlap between

smaller NCs[310]. The red-shift of 120-170 meV seen in PbS-nBDT films is a good indication of

high inter-NC coupling energy.

Photoluminescence (PL) measurements, performed by the Hanrath and Wise groups, can

provide basic insights into the relaxation of photogenerated excitons. The PL spectra of PbS-

nBDT films show red-shifts compared to the spectrum of the PbS-OA film. The slight variation

in red-shift across the PbS-nBDT samples is attributed to different degree of Stokes shifts with

different surface ligands. The PL intensity of all bi-linker-treated films was quenched by up to
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Figure 7.3: Transient photoluminescence measurements.

(a) Absorbance spectra of the NC assemblies. The inset shows a smaller degree (∼20 meV)
of red-shift observed in bigger (6.5 nm) NCs. (b) Time-integrated photoluminescence spectra
(same color legend as (a)). The PL spectra are normalized to account for the quenching and
variations in film thickness. (c) Time-resolved photoluminescence data from the NC assemblies
show a 2 orders of magnitude quenching of exciton lifetime in NC assemblies treated with bi-
linker molecules compared to the untreated NC assembly. Each sample was probed at its peak
photoluminescence emission wavelength.
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Figure 7.4: Transient Photoluminescence in solution vs film.

The long exciton lifetime of PbS-ethanethiol in colloidal solution form indicates that surface
ligands with thiol functional groups do not quench excitons significantly. The drastic lifetime
quenching observed in close-packed assembly form, still with same ligand, indicates that the
proximity of NCs is the cause of the lifetime quenching.

5 orders of magnitude compared to PbS-OA films. The pronounced PL quenching in NC films

treated with bi-linkers can be attributed to several nonradiative mechanisms including charge

transfer to the ligands, charge transfer to neighboring NCs, or charge trapping by NC surface

states.

To better understand the PL quenching mechanism, transient photoluminescence spectroscopy

(tPL) was implemented. Transient PL data of PbS-OA films (Figure 7.3(c)) show a long exciton

lifetime of ∼ 1µs with a single exponential decay behavior. In contrast, PbS-nBDT samples

show exciton lifetimes on the order of few to tens of nanoseconds, two orders of magnitude less

than the PbS-OA film. Because the decay behavior of PbS-nBDT is not well fit by a single

exponential, the data was fit to a biexponential decay. The reduced exciton lifetime observed in

PbS-nBDT films suggests that the de-excitation dynamics for PbS-nBDT films are fundamentally

different from that of the PbS-OA film. This trend can be explained by several mechanisms such

as inter-NC exciton dissociation, resonant energy transfer, [309, 310] charge transfer to surface

ligands[322], and surface charge trapping [323].
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To distinguish between inter-NC energy\charge transfer mechanisms and charge transfer to

the surface ligand or surface charge trapping, PbS NCs were treated with ethanethiol, a short

ligand molecule, in (1) colloidal solution form and in (2) close-packed film form and compared

their exciton lifetimes. The results from this experiment are shown in Figure 7.4. In these

experiments, both samples have the same surface thiol functional groups. If charge transfer to

the ligand[322] or surface trapping[323] were to occur, the exciton lifetime would be quenched

in both colloidal solution and close packed film forms. Instead, the experiment reveals a long

lifetime of 890 ns in colloidal PbS-ethanethiol solution in toluene while identical particles in the

close-packed film exhibit a shorter lifetime of 167 ns. It can therefore be concluded that the

exciton lifetime quenching does not originate from charge transfer to ligand or surface trapping

but rather from proximity of NCs to each other. It is important to note that the bi-linker nBDT

molecules used in this study have HOMO-LUMO levels that are unsuitable to accept charges

from PbS NCs.[319] These findings rule out charge transfer to the surface ligand or surface charge

trapping as possible mechanisms of exciton lifetime quenching.

7.3.2 Electric Force Microscopy Measurements on Lead Salt Nanocrys-

tal Thin Films

The summary of the optical measurements on thin films of PbS nanocrystals concluded that

transient photoluminescent signal could be due to several mechanisms such as inter-NC exciton

dissociation, resonant energy transfer, [309, 310] charge transfer to surface ligands[322], and

surface charge trapping [323]. The results of transient photoluminescence experiments comparing

transient decay in quantum dot thin films versus colloidal solution show that signal is neither

due to charge transfer to surface ligands nor due to surface charge trapping.

To better understand exciton quenching, optical measurements were augmented with time-

resolved electrostatic force microscopy to observe light-induced free carrier generation in PbS-
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nBDT samples at millisecond time scales. EFM enables direct examination of local capacitance,

proportional to free charge density, and local potential.[324, 325] Unlike photoluminescent mea-

surements, local capacitance measured by EFM can only be affected by motion of charges on

the several nanometer scale, much larger than the diameter of a single NQD (Figure 7.5). For a

given tip voltage VT , such as those seen by the cantilever during modulation, a charge (Q = CV )

is installed in the capacitor (C) that is formed between the tip and the surface. As the cantilever

oscillates much faster than the modulation voltage, this voltage can be assumed to be constant

over the course of a cantilever cycle. Throughout the oscillation, the cantilever distance to the

surface changes, which alters the tip-sample capacitance. Over many cycles, the cantilever is able

to measure the second derivative of capacitance with respect to tip height (which is henceforth

referred to as capacitance). Photoinduced carriers that are able to charge and discharge the

tip-sample capacitor as the cantilever moves are recorded in this measurement.

Measurements of capacitance differ from the measurements of jitter in Chapter 5. While

measurements of jitter are sensitive to charges which trap-detrap on the order of hundreds of

milliseconds, measurements of capacitance detect charges which move in and out from under

a cantilever on the order of tens of microseconds. In addition to the detection of capacitance,

shifts in contact potential due to trapped charges[97] provide direct proof of whether the exciton

lifetime quenching is due to surface traps or exciton dissociation.

PbS-OA and PbS-nBDT films were prepared on top of interdigitated gold electrodes on glass

substrate and loaded into a high vacuum electric force microscope. All measurements were taken

at a single location near the midpoint of the channel between electrodes with no source-drain

voltage applied during the measurement. Figure 7.6(a) shows that there is no change in the

second derivative of capacitance with respect to tip height of the PbS-OA film upon illumination

with white light. This result, coupled with the optical characterization of PbS-OA film that

showed bright PL with long lifetime, indicates that quenched excitons in PbS-OA film do not

lead to free carrier generation. In contrast, Figure 7.6(b) shows that the PbS-EDT film shows
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Figure 7.5: EFM measurement of free charge.

Schematic representation of an oscillating cantilever with an applied tip voltage. As the cantilever
oscillates, the tip-sample capacitance varies. If more charges are able to charge and discharge
the tip-sample capacitor as the cantilever oscillates, this will result in a larger measurement of
the second derivative of capacitance with respect to tip height (µF/m2).

an increase in capacitance under light illumination with a rise time faster than the instrumental

response time of 0.4 ms, indicating increased free carrier density upon light illumination. One

possible criticism is that the electric field from the applied tip voltage is responsible for exicton

splitting. To disprove this, cantilever frequency was measured at various tip modulation voltages.

At each modulation voltage, the capacitance was inferred by taking the ratio of the Fourier

component of the cantilever frequency at twice the modulation frequency divided by the square of

the tip voltage (see methods section of this thesis). Nearly identical capacitances were measured

at tip modulation voltages of 1, 2, and 3 V (Figure 7.6(c)), proving that the EFM measurement

was not perturbing charge generation. If exciton splitting was occuring under the influence of

the cantilever tip voltage, larger voltages would have resulted in larger measured capacitances.

A similar increase in tip-sample capacitance under illumination was observed in other PbS-

nBDT samples (Figure 7.7). The local potential did not show any sign of trapped charges in

PbS-nBDT films after the sample returned to darkness.
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Figure 7.6: EFM measurements on PbS-nBDT.

(a) Inset shows a schematic of the electric force microscope measurement. The PbS-OA film does
not show change in capacitance upon white-light illumination, indicating that the photogenerated
excitons in this film do not result in free charge generation. (b) In contrast, the PbS-EDT film
shows rapid increase in capacitance upon light illumination indicating a photoinduced increase in
free carrier density. (c) The independence of the capacitance measurements from the modulation
voltage shows that the electric field from cantilever tip does not cause exciton dissociation.
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Figure 7.7: Capacitance signal for PbS-nBDT thin films.

Capacitance signals in various PbS-nBDT thin films under illumination. Illumination in each
plot is indicated by a rise in capacitance.

7.3.3 NC Quantum Dot Tandem Solar Cells

Results from optical and electric force microscopy experiments on NC Lead salt thin films have

shown that these materials are capable of generating free charge in the absence of an electrical or

chemical potential gradient. The prospect of solution-processed NQD-based multijunction solar

cells introduces exciting opportunities for realizing high conversion efficiency in low-cost device

structures. In this section we discuss on tandem solar cells produced from colloidal suspensions

of size-tuned PbS-EDT NQDs.

Related studies of organic multijunction cells have illustrated the importance of understanding

and designing the optical absorption profile throughout the device stack and the charge transport

characteristics of the interlayer[326–329]. The interlayer connecting the front and back cell must

meet several stringent optical and electrical constraints: first, it should be optically transparent

to pass light to the underlying cell and second, it must provide appropriate energy level alignment

to accept electrons and holes from the subcells and efficiently recombine them without degrading
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the overall photovoltage of the cell. The interlayers in the best performing organic tandem

cells reported so far are based on junctions between an n-type metal oxide layer and a p-type

poly(3,4- ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS) layer[328]. This study

demonstrates that analogous interlayer structures can be applied to connect NQD-based subcells

with specific energy gaps.

The device performance of the NQD tandem cell (Figure 7.8) shows that the Voc of the tandem

cell is the sum of the Voc of its subcells, which indicates that the interlayer efficiently recombines

charges without significant voltage loss. Because the two-terminal tandem cell structure does

not allow separate testing of its subcells, corresponding single junction devices were fabricated

as controls with NQDs from the same synthesis batch prepared under identical film deposition

conditions. Optimized tandem cells and the corresponding control devices of each subcell were

fabricated from 1.6 eV (diameter = 3 nm) and 1.0 eV (diameter = 4.8 nm) PbS NQD films; these

size-tuned energy gaps correspond to the optimal theoretical value for a two terminal device[330].

Best cell performance had an open-circuit voltage of Voc = 0.91±0.02 V, a shortcircuit current

density Jsc = 3.7±0.1mA cm-2, fill factor FF = 0.37±0.01, and a power conversion efficiency

PCE = 1.27±0.05%. The control front cell showed Voc = 0.58±0.02 V, Jsc = 7.0±0.7 mA cm-2,

a FF = 0.44±0.01, and PCE = 1.8±0.2%. The control back cell showed Voc = 0.32±0.02 V, Jsc

= 9.4±0.4 mA cm-2, FF = 0.42±0.02, and PCE = 1.26±0.07%.

Figure 7.8(b) shows the external quantum efficiency (EQE) of each subcell within the tandem

cell device alongside the absorbance spectra of the corresponding NQD films in the device stacks.

Absorbance measurements of the device stacks were performed using an integrating sphere to

account for light scattering. External quantum efficiency (EQE) measurements were performed

with two excitation light sources, an unmodulated optical bias light beam was used to excite only

one of the subcells while a modulated monochromatic probe light was used to measure the EQE

of the other subcell.[328, 331] The EQE spectra closely follow the EQE spectra of the front and

back cells, confirming that the photocurrents are generated from the size-tuned NQDs. It should
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Figure 7.8: Device performance for PbS tandem solar cell.

(a) Currentvoltage (JV) characteristic of the tandem cell and corresponding control single junc-
tion devices. The tandem cell exhibits a Voc that is a sum of the open-circuit voltages of the
subcells. (b) EQE and absorbance spectra of the devices. Carefully adjusted light bias is required
to measure signals from the subcells.
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be noted that the overal decrease in EQE for the whole cell is smaller than each of the back cells.

This is due to reflection/absorption losses within the solar cell. In order to be efficient, tandem

solar cells require high intensity illumination. The decrease in EQE at short wavelengths arises

primarily from parasitic absorption in the indium tin oxide (ITO) and ZnO layers.

Efficient recombination in the interlayer is contingent upon proper energy level alignment and

sufficient carrier densities. The energy level offset between ZnO and PEDOT can be mitigated

by the incorporation of ultrathin metal films; this approach has been successfully demonstrated

in organic tandem cells[332]. To create efficient interlayers for the NQD tandem cell shown in

Figure 7.1, a thin (1 nm) Au layer was thermally evaporated onto the ZnO film, which was

followed by spin-coating a pH neutral PEDOT:PSS layer. Scanning electron microscopy images

(Figure 7.9)show that Au forms few-nanometer-sized metal islands instead of a continuous film.

Without the Au layer, the currentvoltage characteristics of the tandem devices (Figure 7.10(a))

exhibited an S-shaped kink that has previously been attributed to an interfacial barrier for charge

transport[333]. Interestingly, the incorporation of either Ag or Al thin films into the interlayers

failed to remedy the S-shaped kink in the currentvoltage behavior. To delineate the effect of the

surface work function and the carrier density, a series of control experiments were conducted.

Kelvin probe force microscopy (KPFM), performed by the Marohn group, was used to under-

stand how the composition of the metal thin film influences the surface Fermi level of ZnO/M(M=

Al, Ag, or Au) layers. A platinum coated atomic force microscopy (AFM) tip was used and its

workfunction was taken to be 5.65 eV. KPFM results showed that the ZnO surface Fermi level

was 4.62 eV and that Au, Ag, and Al raise the Fermi level to 5.11 eV, 5.03 eV, and 4.98 eV re-

spectively (Figure 7.10(b)). The run-to-run variation in the KPFM measurements over different

samples of ZnO, shown in Figure 7.11, introduced an experimental error of ±0.069 V. The ZnO

Fermi level value is consistent with the literature values[334] and the increase in the Fermi level

due to Au consistent with the ∼5.1 to 5.4 eV workfunction of Au[335]. The rise of the surface

workfunction of Ag to 5.0 eV has been observed previously and is attributed to oxidation in
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Figure 7.9: Scanning Electron Microscopy of metal interlayer.

Scanning electron microscopy image of the (top-left) ZnO layer surface and (bottom-left) ZnO
layer surface with 1 nm of thermally deposited Au. The gold layer forms nanoscale islands
instead of continuous layer. Also shown is an atomic force microscopy image in phase mode of
ZnO surface with Ag metal layer (right).

air[336]. This feature is tentatively attributed the higher-than-expected workfunction of ZnO/Al

to the oxidation of Al and its interaction with the ZnO surface. The lack of a statistically signif-

icant difference in the Fermi level of the ZnO/M surfaces suggests that the shift in workfunction

due to metal composition alone cannot explain the observed trends in interlayer performance.

The transport characteristics of the interlayer stack were isolated by preparing a series of

ITO/ZnO/M/PEDOT:PSS/Ag (M = Al, Ag, Au) control devices. This device configuration

allowed insight in to how metal composition and photodoping of the underlying ZnO nanoparticle

film influence electrical characteristics of the interlayer. Janssen and co-workers have recently

shown that short UV light exposure effectively eliminates S-shaped kinks in organic tandem cell

performance[326]; this effect was attributed to increased concentration of mobile electrons[337].

In this study, the combination of ultrathin Au films and UV photodoping yielded interlayers
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Figure 7.10: Device performance for PbS tandem solar cell.

(a) Effect of a thin (1 nm) metal layer in the interlayer on tandem device performance. The
S-shaped kink that is attributed to interfacial barrier for charge transport disappears only when
gold layer is inserted. (b) KPFM measurement of the surface workfunction of the bare ZnO layer
and various metals on top. The presence of metal layers increases the surface workfunction. (c)
Conductance measurements on the interlayer stacks show that inserting a Au layer causes an
ohmic tunnel junction, while inserting a Al layer increases the series resistance by a factor of 3.
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Figure 7.11: Run to run variation in KPFM.

Gaussian distribution of contact potential measurements using KPFM for three samples of ZnO.
Sample error of ±0.069V was observed.

with Ohmic transport characteristics (Figure 7.10(c)). Interlayer control devices with ultrathin

Ag or Al films on the other hand exhibit nonlinear transport characteristics even after 1 h of

photodoping. Addition of an Al thin film to the interlayer increased the series resistance by a

factor of 3 compared to no metal or an Au layer. This observation serves as another indication

that the Al layer is likely partially oxidized and thus reduces the conductance of the interlayer

stack. These results, combined with KPFM data, suggest that the metal layer serves to provide

enough carriers for proper Fermi level tuning and band bending over a short spatial distance

while maintaining conductance for successful interlayer operation.

7.4 Discussion

It was observed that lead salt nanocrystals generate free carriers upon absorption of light at the

bandgap energy. Taking advantage of the bandgap tunability of quantum dots, tandem solar

cells were fabricated with various-sized NQDs. These solar cells were able to use different sized

quantum dots to absorb light across a larger spectrum. To optimize efficiency of NQD solar cells,

it is first necessary to understand the physics of charge separation in PbS-nBDT quantum dots.
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Figure 7.12: GISAXS on PbS-nBDT thin films.

(a) Plot of charge transfer rates (with PbS-EDT, PbS-BDT, PbS-DBDT, and PbS-TBDT corre-
sponding to red, violet, teal, and yellow), calculated from exciton lifetimes (Figure 7.3b), versus
inter-NC spacing measured with GISAXS (Figure 7.2(c)). Single exponential decay fit (black
solid line) indicates that the charge transfer occurs via tunneling of charge through a potential
barrier. Resonant energy transfer is shown in the PbS-OA sample (black rectangle) and the
calculated energy transfer rates (dotted line) for corresponding inter-NC spacing using a Förster
radius of 5 nm shows an order of magnitude lower rate than the charge transfer rates. This
indicates that exciton dissociation via tunneling is the dominant pathway in the regime of short
inter-NC distance and high coupling energy (b) whereas resonant energy transfer is dominant in
low inter-NC coupling regime (c). All calculated transfer rates have error bars smaller than the
symbols. Distributions in d spacing measured with GISAXS are shown on the top of (a).

7.4.1 Charge Transfer Nanocrystal Lead Salt Quantum Dot Thin

Films

Figure 7.12 provides a summary of the results from Figures 7.2 and 7.3. Transfer rates from

tPL measurements are plotted against inter-NC d-spacing. For decreasing inter-NC spacing,

transfer rates increase. To delineate between resonant energy transfer and exciton dissociation

de-excitation pathways, the rise times of PL transients were measured. On the basis of the work

by Clark et al.[309], the Förster radius was calculated to be ∼5 nm for PbS NCs used in this

study. This translates to a resonant energy transfer lifetime in the PbS-nBDT assemblies on

the order of tens to hundreds of nanoseconds. Rise times with such time scales can be clearly

resolved with tPL measurements but were not observed in the PbS-nBDT samples. In contrast,
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consistent with earlier reports,[309] tPL measurements on the PbS-OA film did exhibit a rise

time characteristic of resonant energy transfer (Figure 7.12(a)). These results provide a strong

indication that resonant energy transfer is not the dominant de-excitation pathway in PbS-nBDT

films.

In light of the corroborating optical and electrical signatures of photogenerated exciton disso-

ciation in PbS-nBDT, more analysis is needed to gain further insight on the precise mechanism

underlying the exciton dissociation. Charge transfer time constants were calculated in each of

the PbS-nBDT samples from the measured exciton lifetimes (Figure 7.3(c)) via the equation

ket = 1/τ(coupled) − 1/τ(isolated) and plotted them versus the inter-NC distance, d, obtained

from GISAXS measurements (Figure 7.2(c)). The resulting plot shows that the charge transfer

rate as a function of inter-NC distance is well described by a single exponential decay function

(Figure 7.12a). This behavior can be described with the Marcus theory[338]. In the case of

symmetric reorganization energy and Gibbs free energy for the charge transfer reaction, this

behavior is explained by a rate-distance relationship of the form ket = k0exp(−βd) in terms of

the electron tunneling constant β and the donor-acceptor distance d. This, in short, describes

tunneling of the charge through a potential barrier.

In PbS-nBDT films, the donor and the acceptor in charge transfer reaction are the neighboring

PbS NCs. Since all presented PbS-nBDT samples are prepared from the same synthesis batch and

have the same narrow NC size distribution and site energy dispersion, identical reorganization

energy and Gibbs free energy hold to good approximation. The good fit to single exponential

function also indicates that the variation in the potential barrier due to different nBDT bi-linker

molecules is small and that the inter-NC distance is the dominant parameter governing the

electron transfer. The value of the electron tunneling constant, β, obtained from fitting the data

to a single exponential is 2.6 ±0.2 nm−1. This value of β should be taken as a lower bound;

preliminary calculations indicate that modifying the analysis of ket to account for the different

distributions in d-spacing of the PbS-nBDT samples give a slightly larger best-fit β. Note that
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the PbS-OA film, in which resonant energy transfer is the dominant pathway for photogenerated

excitons, shows an order of magnitude slower rate than the trend from charge transfer rates

(Figure 7.12(a)).

Depending on the inter-NC separation distance and associated inter-NC coupling energy,

there are two distinct regimes: one in which exciton dissociation via tunneling of charge is dom-

inant (Figure 7.12(b)) and one in which resonant energy transfer is dominant (Figure 7.12(c)).

The first insight provides a guideline for maximum performance in targeted optoelectronic de-

vice applications by selecting the appropriate NC material, which largely determines the exciton

binding energy, and the inter-NC separation distance, which determines the inter-NC coupling

energy. Consider solar cells and LEDs, for example. Both cases require high electronic coupling,

and thus shorter inter-NC separation distance and lower inter-NC potential barrier, for efficient

charge transport across the NC assembly. However, requirements for the dominant pathway

for excitons are drastically different. Solar cells require efficient exciton dissociation whereas

LEDs require efficient exciton radiative recombination. Thus, for solar cell devices, NC mate-

rials with low exciton binding energy would be preferred so that inter-NC coupling energy can

be comparable to the exciton binding energy. In contrast, LEDs require NC materials with

high exciton binding energy for the NC assembly to be in the regime of dominant radiative

recombination. These insights explain why Schottky solar cells based on lead salt NCs[8, 9]

generate a short-circuit current that is 2 orders of magnitude higher than similarly prepared

cadmium salt devices[8, 316] whereas, in LED devices, cadmium salt NCs have shown promising

performance.[42].

7.4.2 Tandem Quantum Dot Thin Films

Performance of lead salt nanocrystal tandem solar cells is promising, given the band-gap tun-

ability of quantum dots. For a single absorbing material with a bandgap of 1.1 eV, the limit of
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solar cell efficiency has been predicted to be ν =∼ 30% [67, 339]. For two absorbing materials,

at band gaps of 1.6 eV and 0.9 eV, the theoretical maximum of efficiency jumps to ν =∼ 45%

[330, 340]. Despite the high thermodynamic limits of efficiency, engineering limitations specific

to tandem solar cells remain prevalent. These include, but are not limited to, light transmission

to underlying cells, current matching, and interlayer optimization.

In this tandem solar cell, the metal interlayer serves as a tunnel junction, where recombination

can occur without significant loss of open circuit voltage. Tunnel junctions are implemented in

tandem solar cells to provide low electrical resistance and a relatively transparent connection

between cells. Without the presence of the gold interlayer, semiconductor materials in contact

would install a potential that counteracts the flow of charge induced from each cell individually.

In order for the tunnel junction to perform properly, the depletion region needs to be sufficiently

narrow, so that charge can effectively tunnel across the barrier. Oxidation of metallic layers

result in lower maximum current densities, cause S-shaped bends in current voltage curves, as

well as lower-than-expected measurements of workfunction seen in Figure 7.10 in the device with

the aluminum interlayer.

7.5 Concluding Remarks

Taken together, the EFM and optical data show, for the first time to current knowledge, that

photogenerated excitons in PbS-nBDT films ultimately results in free carrier generation without

the aid of a chemical potential gradient or external bias. Optical and scanned-probe measure-

ments showed inter-NC coupling induced dissociation of photogenerated excitons in lead salt

NC arrays. Exciton dissociation occurs via tunneling of charge between neighboring NCs. New

insights obtained from this work provide guidelines for improving the design of a range of op-

toelectronic devices based on NC solids. Further work was done to fabricate and characterize

a NQD tandem solar cell made from lead salt nanocrystals. Kelvin probe force microscopy,
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current-voltage, and conductivity measurements were taken to understand the role of metallic

interlayers in the device. It was found that a gold metal provides sufficient charge carrier con-

centration to maintain energy level alignment, and is thin enough to avoid optical absorption

losses, and while maintaining conductance for successful interlayer operation.
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